
#### Abstract

RAJ, ANANT. Energy Transport in Low Dimensional Systems: Phonons and Beyond Phonon Descriptors (Under the direction of Dr. Jacob Eapen).

Thermal conduction in solid state electrical insulators has long been associated with the normal mode of the vibrating atoms known as phonons. In the quantum framework, phonons are treated as bosons, which can be described by the Boltzmann kinetic theory. While the concept of phonons is critical to explaining several thermal properties, recent developments are challenging the notion of phonons as the true carriers of heat. In an alternate framework, which is more fundamental, thermal conduction can be described by the linear response or equivalently, the Green-Kubo (GK) theory. The GK theory, however, does not lend itself naturally to identify the modes of vibrations in a crystalline state. In the past two decades, several attempts have been made to merge these two disparate theories though with limited success. The primary objective of this dissertation is to develop a theoretical framework that can accommodate the GK and phonon theories while maintaining mathematical and physical consistency.


Following a brief description of the phonon theory in Chapter 2, a mathematically consistent general solution to the phonon equation of motion is presented in Chapter 3. It is shown that the displacements necessarily should include a left moving and a right moving wave train to satisfy all the internal degrees of freedom. The identification of the amplitudes in $+\mathbf{q}$ and $-\mathbf{q}$ wave vector directions provides a fundamental breakthrough for describing the correct form of energy and heat current modes expressed in normal mode coordinates.

In Chapter 4, a numerically efficient method based on the ratio of normal mode coordinates of velocity to those of displacements is presented for determining the phonon dispersion curve. While the theory is known before, the method has never been employed for computing phonon dispersion using atomistic simulations. Case studies on a monoatomic chain, a diatomic chain, and graphene demonstrate that the ratio method outperforms in accuracy and speed over the conventional method of using a fast Fourier transform (FFT).

The most impactful results of the dissertation are presented in Chapters 5 and 6. First, the mathematical and physical consistency conditions for heat carrier modes are derived in Chapter 5. It is shown that a real microscopic heat flux in normal mode coordinates can be consistently defined, and the net phonon population can be expressed as a difference in amplitudes along $+\mathbf{q}$ and $-\mathbf{q}$ wave vector directions. It is further demonstrated that phonon-phonon crosscorrelations, which emerge naturally, can play a dominant role in the thermal transport process, especially for low-dimension systems; the derivation also identifies a correction term for phonon self-correlations. Interestingly, the correction from energy correlations leads to phonon lifetimes that are noticeably lower than those estimated using the existing approaches.

For low dimensional systems, it is more appropriate to investigate the local heat current and energy fluctuations in appropriate normal coordinates than to probe an ill-defined thermal conductivity. In Chapter 6, the theoretical framework for analyzing local energy and heat current fluctuations in corresponding (energy/flux) normal coordinates is presented. These energy/current modes are then connected to the phonon normal modes that allows the exciting possibility of analyzing energy/heat modes in the more familiar framework of displacement (phonon) normal modes. First, the energy/current modes are derived exactly for a harmonic
one-dimensional monoatomic chain; the theoretical prediction is verified subsequently using atomistic simulations. The theoretical derivation reveals a rather intriguing denouement on the possible combinations of phonon modes. Even with harmonic interaction, pairs of phonon modes combine to produce energy/heat modes if and only if they satisfy the three-phonon scattering law. It is known that three-phonon processes are required for thermal dissipation, and the appearance of the three-phonon scattering condition, from the energy/current modes, indicates the distinct possibility of predicting the phonon interaction types directly from the pertinent microscopic variables (energy/current) - a long sought after goal in recent theoretical studies. The three-phonon synergy has the lowest order of interaction, and this condition arises naturally with the interference of energy/heat waves. It is anticipated that if anharmonicity and higher dimensionality are included, higher order processes will evolve naturally without the need to specify or postulate the nature of phonon interactions in thermal transport.
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## Chapter 1: INTRODUCTION

### 1.1 Motivation

Thermal management is important for optimizing the performance and design of electronic devices. With the recent advances in nanotechnology, there is a growing interest in studying the fundamental mechanisms of energy transport, both at micro and nanoscales [1-13]. The discovery of low dimensional materials such as graphene [14] and carbon nanotube (CNT) [15], which exhibit extraordinary electronic [16, 17], thermal [18-24] and mechanical [25-28] properties, has increased the prospects of them being used in advanced electronic devices [23, 29, 30]. In turn, this has heightened the necessity for investigating the key mechanisms of energy transport, not just at nanoscales, but also for systems with lower dimensionality [4, 3140].

Designing experimental methods [41-43] for thermal characterization becomes more intricate at nanoscales; the complexity is further escalated for non-isotropic materials. Experimental characterization may also get affected by boundary and interface effects. Atomistic computational methods [6, 44-46] provide an alternate framework for probing the thermal transport mechanisms; they also have the additional capability of extracting atomic-level attributes, which is not always possible with experiments.

Heat conduction in solid state electrical insulators has long been associated with phonons - the normal modes of vibrating atoms of a system [47]; in the quantum framework, phonons are treated as bosons. The transport of phonons can be described by the Boltzmann kinetic theory, which assumes gas-like interactions among the phonons [48]. The phonon modes interact due to the anharmonicity in the interatomic potential, which lead to phonon-phonon scattering events. For example, a cubic term in the interatomic interaction leads to scattering events involving three-phonon modes (also referred to as three-phonon scattering) [48]. These scattering events can either conserve momentum as in the case of normal scattering (or N process), or lead to a net change in the momentum post-scattering as in the case of Umklapp scattering (or the $U$-process) [48]. Of these, only the Umklapp scattering provides a net resistance to the flow of energy resulting in a finite thermal conductivity [48]. The phononphonon scattering events ensure that any fluctuations in the phonon population from the equilibrium expectation value as given by the Bose-Einstein distribution, decays in time, which relaxes the system back to the equilibrium state.

Methods based on Boltzmann transport equation (BTE) are widely used to assess the phonon transport mechanisms and thermal conductivity of materials. BTE methods [44, 49, 50] generally use the single mode relaxation time approximation (SMRA) to estimate the relaxation time for each phonon mode. Relaxation time along with phonon group velocities and specific heat is then used to estimate the thermal conductivity. The SMRA approach basically assumes that only a single phonon mode is excited while all other modes are in equilibrium. However, recent investigations [51] demonstrate that SMRA leads to inaccurate
predictions for low dimensional systems where cross phonon correlations are significant even at high temperatures. Thus for low dimensional systems, a complete solution to the BTE is required using more accurate models that are also more complex [47, 52].

In an alternate framework, which is more fundamental, thermal conduction can be described by the linear response or equivalently, the Green-Kubo (GK) theory [53, 54], which relates the thermal conductivity to the decay of correlations of heat current fluctuations at equilibrium. Equilibrium atomistic or molecular dynamics (MD) simulations - classical or ab-initio - can be advantageously employed to determine the correlation of the heat current fluctuations. However, this approach does not lend itself naturally to identify the phonon modes of vibrations.

Following the seminal work of Ladd and Moran [55], there have been several attempts in the last decade $[44,56-62]$ to merge the GK approach with the BTE to obtain individual phonon contributions to the energy transport from statistical mechanics first principles. The primary objective of this dissertation is to develop a theoretical framework that can accommodate the GK and phonon theories while maintaining mathematical and physical consistency that has not been apparent in the earlier attempts.

The energy transport in low-dimensional systems is quite different from that in bulk threedimensional systems. The Fourier law of thermal conduction has been reported to break down for nanoscale and low dimensional systems [31, 33, 35, 63]. Further, the thermal conductivity no longer remains an intrinsic property but varies with the size of the system for low
dimensional systems. One of the widely studied one dimensional (1-D) systems is the 1-D FPU chain [64] that exhibits anomalous energy transport [31, 33, 65] with the thermal conductivity exhibiting a power law divergence with system size. More realistic systems such as hydrocarbon chains $[56,66]$ are also known to show a similar behavior. For two dimensional (2-D) systems such as graphene, the thermal conductivity increases logarithmically with size [67, 68]. This anomalous behavior is linked to hydrodynamic [40, 69, 70] and ballistic [71] energy transport rather than diffusive energy transport observed for bulk three dimensional (3D) systems. The energy transport tends to the ballistic or hydrodynamic when the non-resistive normal scattering dominate over the resistive Umklapp scattering [40]. Under such circumstances, significant cross-correlations $[56,58]$ between different phonon modes emerge that manifest as collective phonon excitations [40, 72]. Thus for low dimensional systems, it is more appropriate to probe the local heat current and energy fluctuations in appropriate normal coordinates. The second objective of this dissertation, therefore, is to develop a theoretical framework for analyzing local energy and heat current fluctuations in the corresponding (energy/flux) normal coordinates and relating them to collective phonon excitations thereby raising the possibility of analyzing the energy and heat current normal modes in the framework of collective phonon excitations.

### 1.2 Outline of this Dissertation

Following a brief description of the phonon theory in Chapter 2, a mathematically consistent general solution to the phonon equation of motion is presented in Chapter 3. It is shown that the displacements necessarily should include a left moving and a right moving wave train to
satisfy all the internal degrees of freedom. The identification of the amplitudes in $+\mathbf{q}$ and $-\mathbf{q}$ wavevector directions provides a fundamental breakthrough for describing the correct form of heat current modes expressed in normal mode coordinates. In Chapter 4, a numerically efficient method based on the ratio of normal mode coordinates of velocity to those of displacements is presented for determining the phonon dispersion curve. While the theory is known before [73], the method has never been employed for computing phonon dispersion using atomistic simulations. Case studies on a monoatomic chain, a diatomic chain, and graphene demonstrate that the ratio method outperforms in accuracy and speed over the conventional method of using a fast Fourier transform (FFT) [38, 73-76] .

The most impactful results of the dissertation are presented in Chapters 5 and 6. First, the mathematical and physical consistency conditions for heat carrier modes are derived in Chapter 5. It is shown that a real microscopic heat flux in normal mode coordinates can be consistently defined, and the net phonon population can be expressed as a difference in amplitudes along $+\mathbf{q}$ and $-\mathbf{q}$ wavevector directions. It is further shown that phonon-phonon cross-correlations can play a dominant role in the thermal transport process, especially for low-dimension systems; the derivation also identifies a correction term for phonon self-correlations. Interestingly, the correction leads to phonon lifetimes from energy correlations that are significantly lower than those estimated using the existing approaches.

In Chapter 6, the theoretical framework for analyzing local energy and heat current fluctuations in corresponding (energy/flux) normal coordinates is presented. These energy/current modes are then connected to the phonon normal modes, which allows the exciting possibility of
analyzing energy/heat modes in the framework of more familiar displacement normal modes. First, the energy/current modes are derived exactly for a harmonic one-dimensional monoatomic chain; the theoretical prediction is verified later using atomistic simulations. The theoretical derivation reveals a rather intriguing denouement on the possible combinations of phonon modes. Even with harmonic interaction, pairs of phonon modes combine to produce energy/heat modes if and only if they satisfy the three-phonon scattering law. As described before, it is known that three-phonon processes are required for thermal dissipation. The appearance of the three-phonon scattering condition, from the energy/current modes, thus indicates the distinct possibility of predicting the phonon interaction types directly from the pertinent microscopic variables (energy/current) - a long sought after goal in recent theoretical studies.

## Chapter 2: PHONON THEORY

Thermal conduction in solids is governed primarily by electrons and lattice vibrations. For metals, the thermal transport is usually dominated by electrons while for non-metals, the absence of free electrons leaves lattice vibrations as the only means of conduction of energy [77]. The discreetness of the lattice structure restricts the frequencies and the wavelengths by which the atoms in the lattice can vibrate, and the allowed vibrational modes are referred to as the normal modes. The quantum of excitation of any normal mode of vibration is called a phonon, which is analogous to a photon as a quantum of electromagnetic excitation. The basic concepts of phonons are now well-established and are elucidated in several solid state and thermal physics monographs such as by Ziman [78], Kittel [79], Peierls [48], Dove [73] and Lou [80], Srivastava [47], Chen [7] and Kaviany [52]. This chapter summarizes the key concepts of phonon dynamics and its relationship to thermal transport.

This chapter begins with the dynamics of a linear chain of atoms, which is best suited for developing the concept of normal or phonon modes. It is then followed by a general description of the phonon modes in a 3-D lattice, both in the classical and quantum framework. Finally, the last section delineates how thermal properties can be computed in the phonon formalism.

### 2.1 Linear chain of atoms



Figure 2.1: A linear chain of $N$ atoms.

Consider a simple system of $N$ atoms arranged in a linear chain as shown in Figure 2.1. The total length of the chain is $N a$, with $a$ being the equilibrium separation between adjacent the atoms. The absolute position of the $j^{\text {th }}$ atom at any instant is given by $x_{j}(t)$ while the displacement about its equilibrium position $(j a)$ is given by $u_{j}(t)$ given by Eqn. (2.1). The atoms interact only with their immediate neighbors through a linear spring force with a spring constant $C$ as given by Eqn. (2.2). Thus the linear chain comprises of $N$ harmonic oscillators.
$u_{j}(t)=x_{j}(t)-j a$

$$
F_{j k}(t)=-C\left(u_{j}(t)-u_{k}(t)\right)
$$

The potential energy of interaction is given by Eqn. (2.3), and the net potential energy of the system and the net force on each atom are given by Eqns. (2.4) and (2.5):

$$
\begin{equation*}
U_{j k}(t)=\frac{1}{2} C\left(u_{j}(t)-u_{k}(t)\right)^{2} \tag{2.3}
\end{equation*}
$$

$$
\begin{align*}
& U(t)=\sum_{j>k} U_{j k}(t)  \tag{2.4}\\
& F_{j}(t)=C\left(u_{j-1}(t)-2 u_{j}(t)+u_{j+1}(t)\right) \tag{2.5}
\end{align*}
$$

The Newton's equation of motion for each atom is given by:
$m \frac{\partial^{2} u_{j}(t)}{\partial t^{2}}=C\left(u_{j-1}(t)-2 u_{j}(t)+u_{j+1}(t)\right)$

A trial solution to the Eqn. (2.6) can be expressed as:
$u_{j}(q, t)=\frac{A_{q}}{\sqrt{m}} \exp \left(i\left(q j a-w_{q} t\right)\right)$

The trial solution is that of a traveling wave with angular frequency $w$ and wave vector $q$. The amplitude of the wave is equal to $A_{q}$, and the phase velocity is equal to $w / q$. The solution contains three constants $-A, q$, and $w$. The amplitude $A$ is determined by the initial conditions while $w$ is related to $q$ via a dispersion relationship which will be discussed shortly. The boundary conditions restrict the allowed values for the wave vector. For a very long chain, each atom position will be nearly equivalent, and the boundaries will not have a significant effect. The customary approach for simulating an infinite system using a finite number of atoms is by joining the ends, which results in the Born-von Karman periodic boundary condition [81] - it essentially replicates the same system periodically as represented by Eqn. (2.8).
$u_{j+N}(t)=u_{j}(t)$

Substituting the solution from Eqn. (2.7) into Eqn. (2.8) gives:
$\exp (i(q N a))=1$

Which restricts the wave vectors as given below:
$q_{r}=r \frac{2 \pi}{N a} ; r=0, \pm 1, \pm 2 \ldots$.

Thus, only those wavelengths are allowed for which the total length of the system is an integral multiple of the wavelength. Every allowed wavelength is called the normal mode and it represents each independent mode of the system. The two longest wavelengths that are allowed in a 20 -atom chain with $a=1$ are shown in Figure 2.2. Though only certain discrete wavelengths are permitted, the variation in the wave vector space tends to continuous for a large chain $(N \rightarrow \infty)$.


Figure 2.2: First two normal modes for a 20-atom chain with $a=1$.

The atoms are only present at certain discrete locations, and thus the solution is physically meaningful only at these locations. The value of displacement at any point between these sites is irrelevant as it cannot be observed. Eqn. (2.11) shows that the displacements at these sites are identical for any two wave vectors that differ by an integral multiple of $2 \pi / a$. As an example, Figure 2.3 shows this equivalence for a 20 -atom chain with $a=1$, and for $q=2 \pi / a$, $q=21 \times(2 \pi / a)$. Thus it is sufficient to consider only those wave vectors with a magnitude of $2 \pi / a$ or less as represented by Eqn. (2.12). The positive and negative wave vectors represent waves moving in opposite directions.

$$
\begin{align*}
& u_{j}(q, t)=\frac{A_{q}}{\sqrt{m}} \exp \left(i\left(q j a-w_{q} t\right)\right)=\frac{A_{q}}{\sqrt{m}} \exp \left(i\left(q j a+2 n j \pi-w_{q} t\right)\right)=u_{j}\left(q+n \frac{2 \pi}{a}, t\right) ; n \in \mathbb{Z}  \tag{2.11}\\
& -\frac{\pi}{a}<q_{r} \leq \frac{\pi}{a} \text { or }-\frac{N}{2}<r \leq \frac{N}{2} \tag{2.12}
\end{align*}
$$



Figure 2.3: The equivalence of atomic displacements for two modes whose wave vectors differ by $2 \pi / a$ for a 20 -atom chain with $a=1$.

The relationship between the wave vector and frequency, known as the dispersion relationship, can be obtained by plugging the solution from Eqn. (2.7) into Eqn. (2.6). Figure 2.4 shows the dispersion curve for the linear chain as given by Eqn. (2.13). This sinusoidal variation of the dispersion curve is due to the discreteness of the lattice. The limits on the wave vector, as described before, appear from the atomic discreetness. The interval described by Eqn. (2.12) is called the first Brillouin zone and the wave vectors within the first Brillouin zone are sufficient to describe the linear chain system.

$$
\begin{equation*}
w_{q}=\sqrt{\frac{4 C}{m}}\left|\sin \left(\frac{q a}{2}\right)\right| \tag{2.13}
\end{equation*}
$$



Figure 2.4: Dispersion curve for a 1-D linear chain. The angular frequency has been normalized to the peak value $w_{0}=\sqrt{\frac{4 C}{m}}$, and the wave vector has been normalized by $\pi / a$.

The general solution is a linear combination of all normal modes, and is given by Eqn. (2.14):

$$
\begin{equation*}
u_{j}(t)=\sum_{-\frac{\pi}{a}<q \leq \frac{\pi}{a}} \frac{A_{q}}{\sqrt{m}} \exp \left(i\left(q j a-w_{q} t\right)\right) \tag{2.14}
\end{equation*}
$$

It can be observed from Eqn. (2.12) that an odd value of $N$ will allow the following integer values: $r=0, \pm 1, \pm 2, \ldots \pm(N-1) / 2$; a total of $N$ different values for $r$. Similarly, an even value of $N$ will allow $r=0, \pm 1, \pm 2, \ldots \pm N / 2$. However, $r=N / 2$ and $r=-N / 2$ represent the same mode since they differ by $2 \pi / a$. Thus both cases will result in $N$ unique values of $r$.

The amplitude $A_{q}$ is complex, and thus has a magnitude and a phase (in the exponential representation). Hence Eqn. (2.14) has a total of $2 N$ constants to be determined. The initial
condition for the positions will only supply $N$ equations. To completely determine the solution, another $N$ equations are required; these are obtained from the initial conditions in the velocity. Thus it is essentially equivalent to making a transformation from $2 N$ degrees of freedom for positions and velocities of the $N$ atoms to a system of $2 N$ degrees of freedom for the amplitudes and phases of the $N$ normal modes of vibration of the atoms.

The total energy associated with each normal mode is related to the normal mode coordinate $Q(q, t)$ as given by Eqn. (2.15) and Eqn. (2.16):

$$
\begin{align*}
& Q(q, t)=\frac{1}{\sqrt{N}} \sum_{j} \sqrt{m} \exp (-i(q j a)) u_{j}(t)  \tag{2.15}\\
& E(q, t)=\frac{1}{2}\left[\dot{Q}(q, t) \dot{Q}^{*}(q, t)+w_{q}^{2} Q(q, t) Q^{*}(q, t)\right] \tag{2.16}
\end{align*}
$$

It can be shown [73] that the total energy $(E)$ of the system is just the sum of individual contributions due to each normal mode (Eqn. (2.17)). However, in real space (r), the potential energy is coupled as shown in Eqn. (2.18):

$$
\begin{align*}
& E(t)=\sum_{-\frac{\pi}{a}<q \leq \frac{\pi}{a}} \frac{1}{2}\left[\dot{Q}(q, t) \dot{Q}^{*}(q, t)+w_{q}^{2} Q(q, t) Q^{*}(q, t)\right]=\sum_{-\frac{\pi}{a}<q \leq \frac{\pi}{a}} E(q, t)  \tag{2.17}\\
& E(t)=\sum_{j=1}^{N} \frac{1}{2} m v_{j}^{2}(t)+\sum_{k<j} \frac{1}{2} C\left(u_{j}(t)-u_{k}(t)\right)^{2} \tag{2.18}
\end{align*}
$$

In the classical theory, the amplitude of any normal mode is continuous and can take any arbitrary value. Thus a normal mode can have any arbitrary amount of energy associated with it. However, quantum theory puts constraints on the amount of energy each mode can possesses. The energy quanta associated with each normal mode is uniquely dependent on its frequency, and the quantum of excitation of a normal mode of vibration is referred to as the phonon.

For a perfect harmonic interaction, the individual normal modes do not interact with each other. Thus given the initial conditions, the amplitude of each normal mode gets fixed and does not change with time. This represents a system with an infinite thermal conductivity as it can sustain a finite and constant heat current without any temperature gradient. In real crystals, the the anharmonicity in the interatomic potential enables the normal modes to interact and thus impose a resistance to the flow of heat.

### 2.2 General three-dimensional lattice in classical framework



Figure 2.5: A general three-dimensional lattice with $N_{b}$ atoms per unit cell.

Consider a general three-dimensional lattice with $N_{b}$ atoms per unit cell as shown in Figure 2.5. The lattice vectors are given by $\mathbf{a}_{1}, \mathbf{a}_{2}$ and $\mathbf{a}_{3}$, and there are $N_{1}, N_{2}$ and $N_{3}$ unit cells along each of these vectors respectively, thus resulting in a total of $N_{u}=N_{1} N_{2} N_{3}$ unit cells and $N=$ $N_{u} N_{b}$ atoms. The three lattice vectors need not be orthogonal to each other. Any unit cell can be referenced by three indices $\left(l_{1}, l_{2}, l_{3}\right)$ or equivalently with just a single index $l$ such that the two are related by Eqn. (2.19). The location of the origin of the $l^{\text {th }}$ unit cell is denoted by $\mathbf{r}_{l}$ and is given by Eqn. (2.20). The equilibrium position of the $j^{\text {th }}$ atom in a unit cell with respect to the origin of the unit cell is given by $\Delta \mathbf{r}_{j}$. The displacement of the $j^{\text {th }}$ atom in the $l^{\text {th }}$ unit cell from its equilibrium position is denoted by $\mathbf{u}(j, l, t)$ while its absolute position is denoted by $\mathbf{r}(j, l, t)$. The absolute and the relative positions are related by Eqn. (2.21).
$\left(l_{1}, l_{2}, l_{3}\right) \equiv l$, such that : $l=l_{1}+\left(l_{2}-1\right) \times N_{1}+\left(l_{3}-1\right) \times N_{1} \times N_{2}$
$\mathbf{r}_{l}=l_{1} \mathbf{a}_{1}+l_{2} \mathbf{a}_{2}+l_{3} \mathbf{a}_{3}$
$\mathbf{u}(j, l, t)=\mathbf{r}(j, l, t)-\mathbf{r}_{l}-\Delta \mathbf{r}_{j}$

The state of the system at any instant is given by the relative displacements and velocities of each atom, and are denoted by the column vectors $\mathbf{u}(\mathrm{t})$ and $\mathbf{v}(t)$ as given in Eqn. (2.22). Thus there are a total of 6 N degrees of freedom, with 3 degrees of freedom each for the displacement and velocity of every atom.

$$
\mathbf{u}(t)=\left\{\begin{array}{c}
\mathbf{u}(1,1, t)  \tag{2.22}\\
\mathbf{u}(2,1, t) \\
\mathbf{u}\left(N_{b}, 1, t\right) \\
\mathbf{u}(1,2, t) \\
\mathbf{u}(j, l, t) \\
\mathbf{u}\left(N_{b}, N_{u}, t\right)
\end{array}\right\}, \mathbf{v}(t)=\left\{\begin{array}{c}
\mathbf{v}(1,1, t) \\
\mathbf{v}(2,1, t) \\
\mathbf{v}\left(N_{b}, 1, t\right) \\
\mathbf{v}(1,2, t) \\
\mathbf{v}(j, l, t) \\
\mathbf{v}\left(N_{b}, N_{u}, t\right)
\end{array}\right\}
$$

The potential energy of the system, which is a function of the displacements of each atom about the equilibrium position (Eqn. (2.23)), can be expanded using Taylor's expansion as shown in Eqn. (2.24).
$U(t)=U(\mathbf{u}(t))$
$U(t)=U_{0}+\left.\sum_{j, l, \alpha} \frac{\partial(U(\mathbf{u}(t)))}{\partial u_{\alpha}(j, l, t)}\right|_{0} \times u_{\alpha}(j, l, t)+$
$\left.\frac{1}{2} \sum_{j^{\prime}, l, l, \beta, l, \alpha} \sum_{j, \alpha} \frac{\partial^{2}(U(\mathbf{u}(t)))}{\partial u_{\alpha}(j, l, t) \partial u_{\beta}\left(j^{\prime}, l l^{\prime}, t\right)}\right|_{0} \times u_{\alpha}(j, l, t) u_{\beta}\left(j^{\prime}, l l^{\prime}, t\right)+\ldots$. higher order terms

The first term is a constant and is irrelevant to the dynamics and thus can be omitted. The second term goes to zero as a condition for equilibrium (see Eqn. (2.25)). The third term represents the forces experienced by the atoms.

$$
\begin{equation*}
\left.\frac{\partial(U(\mathbf{u}(t)))}{\partial u_{\alpha}(j, l, t)}\right|_{0}=0 \tag{2.25}
\end{equation*}
$$

The higher order terms can be neglected for small displacements about the equilibrium. Under the restrictive harmonic approximation, the potential energy can be approximated as in Eqn. (2.26):
$U(t) \approx \frac{1}{2} \sum_{j, l, l, \beta} \sum_{j, l, l, \alpha} G_{j^{\prime}, l, \beta, j, j, l, \alpha} \times u_{\alpha}(j, l, t) u_{\beta}\left(j^{\prime}, l l^{\prime}, t\right)$

Above, $G$ refers to the force constant and is defined by:

$$
\begin{equation*}
G_{j^{\prime}, l, \beta, \beta, l, l, \alpha}=\left.\frac{\partial^{2}(U(\mathbf{u}(t)))}{\partial u_{\alpha}(j, l, t) \partial u_{\beta}\left(j^{\prime}, l l^{\prime}, t\right)}\right|_{0} \tag{2.27}
\end{equation*}
$$

where $\alpha$ and $\beta$ refer to the components of the vector along the coordinate axis. Thus $u_{\alpha}(j, l, t)$ denotes the displacement of the $j^{\text {th }}$ atom of the $l^{\text {th }}$ unit cell along the direction $\alpha$ at time $t$. The force on the $j^{\text {th }}$ atom of the $t^{\text {th }}$ unit cell is given by Eqn. (2.28):

$$
\begin{equation*}
F_{\alpha}(j, l, t)=m_{j} \frac{\partial^{2}\left(u_{\alpha}(j, l, t)\right)}{\partial t^{2}}=-\sum_{j^{\prime}, l, \beta} G_{j^{\prime} l, l ; \beta, j, l, l} \times u_{\beta}\left(j^{\prime}, l^{\prime}, t\right) \tag{2.28}
\end{equation*}
$$

The above equation admit traveling wave solutions of the form given by Eqn. (2.29):
$u_{\alpha}^{\mathbf{q}, p}(j, l, t)=\frac{1}{\sqrt{m_{j}}} A(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)$
where $\mathbf{q}$ represents the wave vector while $w(\mathbf{q}, p)$ represents the angular frequency. For every wave vector, there are $3 N_{b}$ different possible frequencies each for a unique combination of the motion of the $N_{b}$ basis atoms of the unit cell. The index $p$ above refers to these modes and $e_{j, \alpha}(\mathbf{q}, p)$ represents the unique combination for each mode. $A(\mathbf{q}, p, t)$ gives the amplitude of the wave for the mode $p$.

The frequency and modes are obtained by substituting the solution from Eqn. (2.29) into Eqn. (2.28). This results in the dispersion relation given by Eqn. (2.30), where $D$ denotes the dynamical matrix and is defined by Eqn. (2.31).

$$
\begin{equation*}
w^{2}(\mathbf{q}, p) e_{j, \alpha}(\mathbf{q}, p)=\sum_{j^{\prime}, \beta} D_{j, \alpha, j^{\prime}, \beta}(\mathbf{q}) e_{j^{\prime}, \beta}(\mathbf{q}, p) \tag{2.30}
\end{equation*}
$$

$$
\begin{equation*}
D_{j, \alpha, j^{\prime}, \beta}(\mathbf{q})=\frac{1}{\sqrt{m_{j} m_{j^{\prime}}}} \sum_{l, l^{\prime}} G_{j^{\prime}, l^{\prime}, \beta, j, l, \alpha} \exp \left(i\left(\mathbf{q} \cdot\left(\mathbf{r}_{l^{\prime}}-\mathbf{r}_{l}\right)\right)\right) \tag{2.31}
\end{equation*}
$$

The dispersion relation given in Eqn. (2.30) can be recast as:

$$
\begin{equation*}
\mathbf{D}(\mathbf{q}) \mathbf{e}(\mathbf{q}, p)=w^{2}(\mathbf{q}, p) \mathbf{e}(\mathbf{q}, p) \tag{2.32}
\end{equation*}
$$

Thus the dispersion relationship is simply an eigenvalue problem as represented by Eqn. (2.32)
. The solution would thus give $3 N_{b}$ eigenvalues and eigenvectors.

$$
\mathbf{e}(\mathbf{q}, p)=\left\{\begin{array}{c}
e_{1, x}(\mathbf{q}, p)  \tag{2.33}\\
e_{1, y}(\mathbf{q}, p) \\
e_{1, z}(\mathbf{q}, p) \\
\cdot \\
\cdot \\
e_{N_{b}, x}(\mathbf{q}, p) \\
e_{N_{b}, y}(\mathbf{q}, p) \\
e_{N_{b}, z}(\mathbf{q}, p)
\end{array}\right\}
$$

$\mathbf{D}(\mathbf{q})=$

| $\left(D_{1, x, 1, x}(\mathbf{q})\right.$ | $D_{1, x, 1, y}(\mathbf{q})$ | $D_{1, x, 1, z}(\mathbf{q})$ | $D_{1, x, N_{b}, x}(\mathbf{q})$ | $D_{1, x, N_{b}, y}(\mathbf{q})$ | $D_{1, x, N_{b}, z}(\mathbf{q})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $D_{1, y, 1, x}(\mathbf{q})$ | $D_{1, y, 1, y}(\mathbf{q})$ | $D_{1, y, 1, z}(\mathbf{q})$ | $D_{1, y, N_{b}, x}(\mathbf{q})$ | $D_{1, y, N_{b}, y}(\mathbf{q})$ | $D_{1, y, N_{b}, z}(\mathbf{q})$ |
| $D_{1, z, 1, x}(\mathbf{q})$ | $D_{1, z, 1, y}(\mathbf{q})$ | $D_{1, z, 1, z}(\mathbf{q})$ | $D_{1, z, N_{b}, x}(\mathbf{q})$ | $D_{1, z, N_{b}, y}(\mathbf{q})$ | $D_{1, z, N_{b}, z}(\mathbf{q})$ |
|  |  |  |  |  |  |
| $D_{N_{b}, x_{1}, x, x}(\mathbf{q})$ | , ${ }_{\text {dex }}$ (q) | $D_{N_{b}, x, 1, x}(\mathbf{q})$ | $D_{N_{b}, x, N_{b}, x}(\mathbf{q})$ | $D_{N_{b}, x, N_{b}, y}(\mathbf{q})$ | $D_{N_{b}, x, N_{b}, z}(\mathbf{q})$ |
| $D_{N_{b}, y_{, 1, x}(\mathbf{q})}$ | $D_{N_{b}, y, y, y}(\mathbf{q})$ | $D_{N_{b}, x_{1}, x}(\mathbf{q})$ | $D_{N_{b}, y, N_{b}, x}(\mathbf{q})$ | $D_{N_{b}, y, N_{b}, y}(\mathbf{q})$ | $D_{N_{b}, y, N_{b}, z}(\mathbf{q})$ |
| $D_{N_{b}, z, 1, x}(\mathbf{q})$ | $D_{N_{b}, z, y, y}(\mathbf{q})$ | $D_{N_{b}, x, 1, x}(\mathbf{q})$ | $D_{N_{b}, z, N_{b}, x}(\mathbf{q})$ | $D_{N_{b}, z, N_{b}, y}(\mathbf{q})$ | $D_{N_{b}, z, N_{b}, z}(\mathbf{q})$ |

The format of the eigenvectors and the dynamical matrix is given in Eqn. (2.33) and Eqn. (2.34) respectively. Finally the dispersion relationship can be evaluated by solving the characteristic equation given by:

$$
\begin{equation*}
\left|D_{j, \alpha, j^{\prime}, \beta}(\mathbf{q})-\delta_{\alpha \beta} \delta_{j j^{\prime}} w^{2}(\mathbf{q}, p)\right|=0 \tag{2.35}
\end{equation*}
$$

The eigenvalues denote the square of the frequency $w(\mathbf{q}, p)$ while the eigenvectors give the mode of vibration $\mathbf{e}(\mathbf{q}, p)$ for the wave vector $\mathbf{q}$ and mode $p$ as discussed above. If the direction of vibration is parallel to the wave vector, then it is called a longitudinal mode while if it is perpendicular to the wave vector, then it is referred to as a transverse mode. However, for most cases, a clear distinction between the longitudinal and transverse modes is not possible unless the wave vector is directed along a high symmetry direction.

Eqn. (2.36) defines the reciprocal lattice vectors (b), and these are perpendicular to the lattice vectors (a) as shown in Eqn. (2.37).
$\mathbf{b}_{1}=\frac{2 \pi\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)}{\left|\mathbf{a}_{1} \cdot\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)\right|}, \mathbf{b}_{2}=\frac{2 \pi\left(\mathbf{a}_{3} \times \mathbf{a}_{1}\right)}{\left|\mathbf{a}_{1} \cdot\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)\right|}, \mathbf{b}_{3}=\frac{2 \pi\left(\mathbf{a}_{1} \times \mathbf{a}_{2}\right)}{\left|\mathbf{a}_{1} \cdot\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)\right|}$
$\mathbf{a}_{i} \cdot \mathbf{b}_{j}=2 \pi \delta_{i j}$

For the special case of $\mathbf{a}_{1}, \mathbf{a}_{2}$ and $\mathbf{a}_{3}$ being mutually perpendicular, the reciprocal vectors will be parallel to the regular lattice vectors. For the case with the added condition of $\left|\mathbf{a}_{1}\right|=\left|\mathbf{a}_{2}\right|=$
$\left|\mathbf{a}_{3}\right|=a$, apart from the condition for orthogonality, the reciprocal lattice vectors will be parallel to the regular lattice vectors with each having a magnitude of $b=2 \pi / a$.

Periodic boundary conditions (Eqn. (2.38)) impose restrictions on the wave vectors as below in Eqn.(2.39):

$$
\begin{align*}
& u_{\alpha}^{\mathbf{q}, p}\left(j, l_{1}, l_{2}, l_{3}, t\right)=u_{\alpha}^{\mathbf{q}, p}\left(j, l_{1}+N_{1}, l_{2}, l_{3}, t\right)=u_{\alpha}^{\mathbf{q}, p}\left(j, l_{1}, l_{2}+N_{2}, l_{3}, t\right)=u_{\alpha}^{\mathbf{q}, p}\left(j, l_{1}, l_{2}, l_{3}+N_{3}, t\right)  \tag{2.38}\\
& \exp \left(i\left(\mathbf{q} \cdot\left(N_{1} \mathbf{a}_{1}\right)\right)\right)=\exp \left(i\left(\mathbf{q} \cdot\left(N_{2} \mathbf{a}_{2}\right)\right)\right)=\exp \left(i\left(\mathbf{q} \cdot\left(N_{3} \mathbf{a}_{3}\right)\right)\right)=1 \tag{2.39}
\end{align*}
$$

The wave vector $\mathbf{q}$ is defined in the reciprocal lattice coordinates as given by Eqn. (2.40):
$\mathbf{q}=q_{1} \mathbf{b}_{1}+q_{2} \mathbf{b}_{2}+q_{3} \mathbf{b}_{3}$

Defining the wave vector in the reciprocal gives a particular advantage when calculating its dot product with any vector in the regular lattice as seen in Eqn. (2.41). Thus, using the reciprocal lattice coordinates to represent $\mathbf{q}$ in the Eqn. (2.39) results in the allowed values for the wave vectors given by Eqn. (2.42).

$$
\begin{align*}
& \mathbf{q} \mathbf{r}_{l}=\left(q_{1} \mathbf{b}_{1}+q_{2} \mathbf{b}_{2}+q_{3} \mathbf{b}_{3}\right) \cdot\left(l_{1} \mathbf{a}_{1}+l_{2} \mathbf{a}_{2}+l_{3} \mathbf{a}_{3}\right)=\left(q_{1} l_{1}+q_{2} l_{2}+q_{3} l_{3}\right) 2 \pi  \tag{2.41}\\
& q_{1}=\frac{r_{1}}{N_{1}} ; q_{2}=\frac{r_{2}}{N_{2}} ; q_{3}=\frac{r_{3}}{N_{3}} ; \forall r_{1}, r_{2}, r_{3} \in \mathbb{Z} \tag{2.42}
\end{align*}
$$

The solution is physically meaningful only at discrete locations in the real space. Consider two wave vector $\mathbf{q}$ and $\mathbf{q}^{\prime}$ that differ by a reciprocal lattice vector as given in Eqn. (2.43). The dot
products of these vectors with any real space vector are related by Eqn. (2.44). Thus, the displacement at any lattice position, due to any two wave vectors that differ by a reciprocal lattice vector are identical as shown in Eqn. (2.45). Hence a Brillouin zone can again be constructed, and only the vectors within the first Brillion zone need to be considered.

$$
\begin{align*}
& \mathbf{q}=q_{1} \mathbf{b}_{1}+q_{2} \mathbf{b}_{2}+q_{3} \mathbf{b}_{3} ; \mathbf{q}^{\prime}=\mathbf{q}+p_{1} \mathbf{b}_{1}+p_{2} \mathbf{b}_{2}+p_{3} \mathbf{b}_{3} ; \forall p_{1}, p_{2}, p_{3} \in \mathbb{Z}  \tag{2.43}\\
& \mathbf{q}^{\prime} \cdot \mathbf{r}_{l}=\mathbf{q} \cdot \mathbf{r}_{l}+\left(p_{1} l_{1}+p_{2} l_{2}+p_{3} l_{3}\right) 2 \pi  \tag{2.44}\\
& \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)=\exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}+\left(p_{1} l_{1}+p_{2} l_{2}+p_{3} l_{3}\right) 2 \pi-w(\mathbf{q}, p) t\right)\right) \tag{2.45}
\end{align*}
$$

The wave propagates along the direction of the wave vector at the phase velocity defined by Eqn. (2.46):

$$
\begin{align*}
& \mathbf{v}_{p}(\mathbf{q}, p)=\frac{w(\mathbf{q}, p)}{|\mathbf{q}|} \frac{\mathbf{q}}{|\mathbf{q}|}  \tag{2.46}\\
& \mathbf{v}_{g}(\mathbf{q}, p)=\frac{\partial w(\mathbf{q}, p)}{\partial \mathbf{q}}=\frac{\partial w(\mathbf{q}, p)}{\partial q_{x}} \hat{i}+\frac{\partial w(\mathbf{q}, p)}{\partial q_{y}} \hat{j}+\frac{\partial w(\mathbf{q}, p)}{\partial q_{z}} \hat{k} \tag{2.47}
\end{align*}
$$

However, the energy transfer does not take place at the phase velocity but at the group velocity as defined by Eqn. (2.47). Note that the group velocity may or may not be parallel to the wave vector. Thus the propagation of energy may not be parallel to the direction of propagation of the wave.

### 2.3 Quantum framework

In the quantum framework, the positions and momenta are replaced by state vectors a shown in Eqn. (2.48) and follow the commutation relation given by Eqn. (2.49).

$$
\begin{equation*}
|\mathbf{u}\rangle \equiv\left|\mathbf{u}_{1,1} \mathbf{u}_{1,2} \ldots \mathbf{u}_{N_{u}, N_{b}}\right\rangle ;|\mathbf{p}\rangle \equiv\left|\mathbf{p}_{1,1} \mathbf{p}_{1,2} \ldots \mathbf{p}_{N_{u}, N_{b}}\right\rangle \tag{2.48}
\end{equation*}
$$

$\left[u_{l, r, \alpha}, p_{l, r^{\prime}, \beta}\right]=i \hbar \delta_{l l} \delta_{r r^{\prime}} \delta_{\alpha \beta}$

The total energy is replaced by the Hamiltonian operator:
$\hat{H}=\sum_{l, r, \alpha} \frac{1}{2 m_{l}} \hat{p}_{l, r, \alpha} . \hat{l}_{l, r, \alpha}+\frac{1}{2} \sum_{l, r, \alpha} \sum_{l, r^{\prime} ; \beta} \hat{u}_{l, r, \alpha} \hat{G}_{r, l, \alpha, r^{\prime}, l ; \beta} \hat{u}_{l, r^{\prime} ; \beta}$

The problem now involves solving the Schrodinger's equation for the above Hamiltonian and obtaining the eigenvalues and the eigenvectors. Symmetry arguments can be used to obtain solutions similar to Eqn. (2.29) with the same dispersion relation and wave vectors; a detailed derivation can be found in Ziman [78].

The eigenvalues of the Hamiltonian operator denote the total energy associated with that mode, and the energy eigenvalue for the eigenmode with wave vector $\mathbf{q}$ and mode of vibration $p$ is given by Eqn. (2.51):
$E_{\mathbf{q}, p}=\left(n_{\mathbf{q}, p}+\frac{1}{2}\right) \hbar w(\mathbf{q}, p) ; n_{\mathbf{q}, p}=0,1,2 \ldots$
where $n_{\mathbf{q}, p}$ is the occupation number of each mode. Thus the energy associated with any mode is now quantized. The lattice vibration, therefore, can be treated as a collection of particles similar to the electromagnetic wave being a collection of photons; as described before, this quantum of excitation for the lattice wave is called a phonon. However, it should be noted that unlike the photon, a phonon does not carry any real momentum. The wave vector of a lattice wave is similar to the momentum of a photon (both being equal to a constant divided by the wavelength), but the wave vector is not conserved in every phonon-phonon interaction [48, 78] as will be discussed in the next section.

The phonons follow the Bose-Einstein statistics, and the average occupation number of any mode is related to temperature as [77]:

$$
\begin{equation*}
\bar{n}_{\mathbf{q}, p}(T)=\frac{1}{\exp \left(\frac{\hbar w(\mathbf{q}, p)}{k_{B} T}\right)-1} \tag{2.52}
\end{equation*}
$$

The occupation number is related to the amplitude of the normal mode coordinates obtained using classical analysis, which is given by [73]:

$$
\begin{align*}
& \left.\left.\bar{n}_{\mathbf{q}, p}(T) \approx \frac{1}{\hbar} w(\mathbf{q}, p)\langle | Q(\mathbf{q}, p, T)\right|^{2}\right\rangle  \tag{2.53}\\
& \bar{E}_{\mathbf{q}, p}(T)=\left(\bar{n}_{\mathbf{q}, p}(T)+\frac{1}{2}\right) \hbar w(\mathbf{q}, p) \approx k_{B} T ; \forall T \gg 1 \tag{2.54}
\end{align*}
$$

Clearly, the average energy associated with any mode approaches the classical prediction of $k_{B} T$ at higher temperatures (see Eqn. (2.54)).

### 2.4 Thermal Properties

As the energy of the lattice is stored in the form of phonons, several of the thermal properties of a system can be explained using the phonon concept. This section will briefly describe how the specific heat, heat current, and the thermal conductivity can be expressed in the phonon framework. The average energy of the lattice due to any mode is given by:

$$
\begin{equation*}
\bar{E}(T)=\sum_{\mathbf{q}, p} \bar{E}_{\mathbf{q}, p}(T)=\sum_{\mathbf{q}, p}\left(\frac{1}{\exp \left(\frac{\hbar w(\mathbf{q}, p)}{k_{B} T}\right)-1}+\frac{1}{2}\right) \hbar w(\mathbf{q}, p) \tag{2.55}
\end{equation*}
$$

Thus the molar specific heat is given by Eqns. (2.56) and (2.57); in the high-temperature limit, it tends to the classical value of $3 R$, where $R$ is the universal gas constant.

$$
\begin{align*}
& C_{v}(T)=\frac{N_{A}}{N} \sum_{\mathbf{q}, p} \frac{\partial}{\partial T}\left(\frac{1}{\exp \left(\frac{\hbar w(\mathbf{q}, p)}{k_{B} T}\right)-1}+\frac{1}{2}\right) \hbar w(\mathbf{q}, p)=\frac{N_{A}}{N} \sum_{\mathbf{q}, p} C_{v}(\mathbf{q}, p, T)  \tag{2.56}\\
& C_{v}(\mathbf{q}, p, T)=\left(\frac{\hbar w(\mathbf{q}, p)}{k_{B} T}\right)^{2} \exp \left(\frac{\hbar w(\mathbf{q}, p)}{k_{B} T}\right)\left(\exp \left(\frac{\hbar w(\mathbf{q}, p)}{k_{B} T}\right)-1\right)^{-2} \tag{2.57}
\end{align*}
$$

The energy current due to a phonon mode is given by Eqn. (2.58). This is simply a product of the occupation number, the energy carried by each phonon and the velocity of transport.

$$
\begin{equation*}
\mathbf{J}(\mathbf{q}, p, t)=n_{\mathbf{q}, p}(t) \hbar w(\mathbf{q}, p) \mathbf{v}_{g}(\mathbf{q}, p) \tag{2.58}
\end{equation*}
$$

Note that the $\mathbf{v}_{g}$ for positive and negative wave vectors are in opposite directions while their average occupation numbers are the same. Thus the net heat current due to all modes is related to the difference in the phonon population as shown below:

$$
\begin{equation*}
\mathbf{J}(t)=\sum_{\mathbf{q}, p} \delta n_{\mathbf{q}, p}(t) \hbar w(\mathbf{q}, p) \mathbf{v}_{g}(\mathbf{q}, p) \tag{2.59}
\end{equation*}
$$

Combining the positive and the negative modes:

$$
\begin{equation*}
\mathbf{J}(t)=\sum_{\mathbf{q}_{+}, p}\left(\delta n_{\mathbf{q}, p}(t)-\delta n_{-\mathbf{q}, p}(t)\right) \hbar w(\mathbf{q}, p) \mathbf{v}_{g}(\mathbf{q}, p) \tag{2.60}
\end{equation*}
$$

Thus the net heat flow is due to the difference in the population between the positive and the negative modes - an important concept that will be highlighted later in this dissertation. At equilibrium, the average occupation number of both will be same, and thus there will be no net average energy flow. However, thermal fluctuations will cause the occupation number to deviate spontaneously, and thus there will be an instantaneous heat current due to the thermal fluctuations. The variance of the deviation of the population from the average value is related to the specific heat of the normal mode.

For an harmonic oscillator, the amplitudes of the normal modes are fixed by the initial conditions and do not change with time due to the lack of any interactions. Thus if the initial occupation number of the positive and negative modes are unequal, then there will be a constant finite heat current in the system. Since there is no resistance to the flow of energy, the system will exhibit an infinite thermal conductivity. Finite conductivity, therefore, requires interaction between the phonon modes. This interaction causes resistance to the flow of energy and is called phonon-phonon scattering, which is engendered by the higher order (anharmonic) interactions. As briefly described before, the cubic term in the interatomic potential induces interaction involving three-phonon modes; quartic term induces interactions involving fourphonon modes and so forth $[48,78]$. In most cases, only the three-phonon interactions remain significant for thermal transport.

The theory of three-phonon interactions, as first described by Peierls [48], is outlined here without the detailed derivations. It involves interaction between two phonon modes to generate a third phonon mode. The phonon interaction is permitted only for the modes which satisfy the conditions given in Eqns. (2.61) and (2.62).

$$
\begin{align*}
& \mathbf{q}_{1}+\mathbf{q}_{2}=\mathbf{q}_{3}+\mathbf{g}  \tag{2.61}\\
& w_{1}+w_{2}=w_{3}  \tag{2.62}\\
& \mathbf{g}=i_{1} \mathbf{b}_{1}+i_{2} \mathbf{b}_{2}+i_{3} \mathbf{b}_{3} ; \text { for } i_{1}, i_{2}, i_{3} \in \mathbb{Z} \tag{2.63}
\end{align*}
$$

The first condition involving the wave vectors (in Eqn. (2.61)) is similar to a momentum conservation equation, though the phonon wave vectors are not always conserved. The vector $\mathbf{g}$ is any reciprocal lattice vector as given in Eqn. (2.63). For the special case where $\mathbf{g}$ equals zero, the net wave vector is conserved, and the interaction is called the normal scattering or the N -process. For the case when $\mathbf{g}$ is non-zero, the vector is not conserved and the interaction is called the Umklapp scattering or the $U$-process. Figure 2.6 illustrates the two processes for a two-dimensional case. The second condition in Eqn. (2.62) is simply an energy conservation equation and is always valid.


Figure 2.6: Two-dimensional representation of the Normal and Umklapp scattering process as described in [77].

Similarly, a phonon can split into two new phonons such that:

$$
\begin{align*}
& \mathbf{q}_{1}=\mathbf{q}_{2}+\mathbf{q}_{3}+\mathbf{g}  \tag{2.64}\\
& w_{1}=w_{2}+w_{3} \tag{2.65}
\end{align*}
$$

Thus a phonon once created, can scatter into different modes via three-phonon interactions (or higher order interactions) and hence has a finite lifetime or mean free path. This scattering by phonons generates a resistance to the flow of energy.

The phonon lifetimes can be evaluated through the Boltzmann transport equation (BTE). As described previously, it is customary to use a single mode relaxation time approximation (SMRA). The relaxation time can then be expressed as [77]:
$\left(\frac{\partial n_{\mathbf{q}, p}(t, T)}{\partial t}\right)_{\text {scattering }} \approx \frac{\left\langle n_{\mathbf{q}, p}(T)\right\rangle-n_{\mathbf{q}, p}(t, T)}{\tau(\mathbf{q}, p, T)}$
where $\tau$ is the lifetime of a phonon mode while the LHS represents the rate of phonon scattering. Thus the lifetime represents the average time taken by any fluctuation about the equilibrium expectation value to decay off. Using Eqn. (2.66) and SMRA, the thermal conductivity tensor can now be evaluated as [77]:
$\kappa_{\alpha \beta}(T)=\frac{1}{V} \sum_{\mathbf{q}, p} C_{v}(\mathbf{q}, p, T) \nu_{g, \alpha}(\mathbf{q}, p) v_{g, \beta}(\mathbf{q}, p) \tau(\mathbf{q}, p, T)$
where $\alpha$ and $\beta$ represent the components along the coordinate axes. For an isotropic material, the thermal conductivity can be treated as a scalar, which is given by:
$\kappa(T)=\frac{1}{3 V} \sum_{\mathbf{q}, p, \alpha} C_{v}(\mathbf{q}, p, T) \nu_{g, \alpha}{ }^{2}(\mathbf{q}, p) \tau(\mathbf{q}, p, T)$

Note that the above equation is an approximation; more involved theoretical models for the solution of the BTE to assess the conductivity can be found elsewhere [7, 47, 52]. The methodology for analyzing phonon transport in the framework of statistical mechanics will be comprehensively described in the chapters that follow.

## Chapter 3: REAL GENERAL SOLUTION TO

## THE PHONON EQUATION

### 3.1 Inconsistencies in the conventional approach

The equation of motion of an $N$-atom 3-D lattice with $N_{u}$ unit-cells and $N_{b}$ atoms per unit-cell, as discussed in Chapter 2, admits wave-like solutions. Eqn. (3.1) describes the force on the $j^{\text {th }}$ atom of the $t^{\text {th }}$ unit-cell along the direction $\alpha$.

$$
\begin{equation*}
m_{j} \frac{\partial^{2}\left(u_{\alpha}(j, l, t)\right)}{\partial t^{2}}=-\sum_{j^{\prime}, k^{\prime}, \beta} G_{j^{\prime}, l, l, \beta, j, l, \alpha} \times u_{\beta}\left(j^{\prime}, l^{\prime}, t\right) \tag{3.1}
\end{equation*}
$$

Mathematically, the displacements $(u)$ can be real or complex; for the former, there needs to be $6 N_{u} N_{b}(\equiv 6 N$ ) initial conditions for a well-posed solution, while for latter, 12 N initial conditions are required. For a physical system, the displacements (and other dynamical variables) are real at every instant of time. Hence in the conventional approach, the displacements are assumed to be real, and a form of solution, which is consistent with real displacements is assumed. A particular solution for real displacements of a mode of vibration with wave vector $\mathbf{q}$ and mode index $p$ is shown in Eqn. (3.2) [73]:
$u_{\alpha}^{\mathbf{q}, p}(j, l, t)=\frac{1}{\sqrt{m_{j}}} A(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)$
where $A$ is a complex amplitude. In total, there are $N_{u}$ different wave vectors with $3 N_{b}$ different modes for each wave vector. A general solution is constructed using a linear combination of these modes as given below in Eqn. (3.3) [73]:

$$
\begin{equation*}
u_{\alpha}(j, l, t)=\sum_{\mathbf{q}, p} \frac{1}{\sqrt{m_{j}}} A(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right) \tag{3.3}
\end{equation*}
$$

It is tacitly assumed that the displacements are real without a formal attestation. The general form shown in Eqn. (3.3) is sufficient, for example, to evaluate the phonon dispersion curves and the attendant properties. However, some deficiencies can be noted with this form. For example, the net phonon population for a given wave vector $\mathbf{q}$ cannot be represented by Eqn. (3.3); in turn, a real heat current is not expressible with this form. Mathematically, complex displacements are allowed by the governing equation which means there are $12 N_{b} N_{u}$ required initial conditions. The solution in Eqn. (3.3) contains only $6 N_{b} N_{u}$ degrees of freedom because the constant $A(\mathbf{q}, p, t)$ allows only for $2 \times 3 N_{b} N_{u}$ combinations for all $\mathbf{q}$ and $p$. Thus Eqn. (3.3) is mathematically incomplete. Clearly, the general solution requires additional terms to accommodate for all the degrees of freedom of the system. The next section describes the additional terms that can accommodate all the degrees of freedom.

### 3.2 Well-posed complete general solution

Substitution of the particular solution into the equation of motion results in the eigenvalue problem for the dynamical matrix as shown below:

$$
\begin{equation*}
\left|D_{j, \alpha, j^{\prime}, \beta}(\mathbf{q})-\delta_{\alpha \beta} \delta_{j j^{\prime}} w^{2}(\mathbf{q}, p)\right|=0 \tag{3.4}
\end{equation*}
$$

Note that the eigenvalues of the dynamical matrix are equal to the square of the frequencies. Thus for any given wave vector, both positive and negative values of $w$, satisfy the equation of motion, and hence the complete solution should use both. Therefore, the complete solution can be constructed as:
$u_{\alpha}(j, l, t)=\sum_{\mathbf{q}, p} \frac{1}{\sqrt{m_{j}}}\left[\begin{array}{l}A^{+}(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)+ \\ A^{-}(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}+w(\mathbf{q}, p) t\right)\right)\end{array}\right]$

Note that two amplitude constants have now been introduced for the positive and negative branches of the solution. The addition of left and right propagating waves is a crucial piece of information missing earlier; it formalizes a real energy/heat current in terms of the difference between left and right moving phonon amplitudes (population). The solution now contains $12 N_{b} N_{u}$ degrees of freedom and is appropriate to describe the system completely. Combining the terms with positive and negative $\mathbf{q}$ and neglecting the zeros wave vector (as it does not result in any motion), the solution can be written as:

$$
u_{\alpha}(j, l, t)=\sum_{\mathbf{q}>0, p} \frac{1}{\sqrt{m_{j}}}\left[\begin{array}{l}
A^{+}(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)+  \tag{3.6}\\
A^{-}(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}+w(\mathbf{q}, p) t\right)\right)+ \\
A^{+}(-\mathbf{q}, p, t) e_{j, \alpha}(-\mathbf{q}, p) \exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)+ \\
A^{-}(-\mathbf{q}, p, t) e_{j, \alpha}(-\mathbf{q}, p) \exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{l}+w(\mathbf{q}, p) t\right)\right)
\end{array}\right]
$$

Using the fact that the eigenmodes for positive and negative modes are conjugate to each other:

$$
u_{\alpha}(j, l, t)=\sum_{\mathbf{q}>0, p} \frac{1}{\sqrt{m_{j}}}\left[\begin{array}{l}
A^{+}(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)+  \tag{3.7}\\
A^{-}(\mathbf{q}, p, t)\left(e_{j, \alpha}(-\mathbf{q}, p) \exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)\right)^{*}+ \\
A^{+}(-\mathbf{q}, p, t) e_{j, \alpha}(-\mathbf{q}, p) \exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)+ \\
A^{-}(-\mathbf{q}, p, t)\left(e_{j, \alpha}(\mathbf{q}, p) \exp \left(i\left(\mathbf{q} \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)\right)^{*}
\end{array}\right]
$$

Clearly, a real solution at every instant of time requires that $A$ is Hermitian, which is expressed as:

$$
\begin{align*}
& A^{+}(\mathbf{q}, p, t)=\left(A^{-}(-\mathbf{q}, p, t)\right)^{*}  \tag{3.8}\\
& A^{-}(\mathbf{q}, p, t)=\left(A^{+}(-\mathbf{q}, p, t)\right)^{*} \tag{3.9}
\end{align*}
$$

Thus a real solution with $6 N_{b} N_{u}$ degrees of freedom is given by:

$$
u_{\alpha}(j, l, t)=\sum_{\mathbf{q}>0, p} \frac{2}{\sqrt{m_{j}}} \operatorname{Re}\left[\begin{array}{l}
A^{+}(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)+  \tag{3.10}\\
A^{+}(-\mathbf{q}, p, t) e_{j, \alpha}(-\mathbf{q}, p) \exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t\right)\right)
\end{array}\right]
$$

The amplitude $A^{+}(\mathbf{q}, p, t)$ and eigenvector $e_{j, \alpha}(\mathbf{q}, p)$ can be written as below:

$$
\begin{align*}
& A^{+}(\mathbf{q}, p, t)=\left|A^{+}(\mathbf{q}, p, t)\right| \exp \left(i \phi_{+}(\mathbf{q}, p)\right)  \tag{3.11}\\
& e_{j, \alpha}(\mathbf{q}, p)=\left|e_{j, \alpha}(\mathbf{q}, p)\right| \exp \left(i \phi_{j, \alpha}(\mathbf{q}, p)\right) \tag{3.12}
\end{align*}
$$

This gives:

$$
\begin{align*}
& u_{\alpha}(j, l, t)= \\
& \sum_{\mathbf{q}>0, p} \frac{2}{\sqrt{m_{j}}} \operatorname{Re}\left[\begin{array}{l}
\left|A^{+}(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p)\right| \exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t+\phi_{+}(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)\right)+ \\
\left|A^{+}(-\mathbf{q}, p, t) e_{j, \alpha}(-\mathbf{q}, p)\right| \exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{l}-w(-\mathbf{q}, p) t+\phi_{+}(-\mathbf{q}, p)+\phi_{j, \alpha}(-\mathbf{q}, p)\right)\right)
\end{array}\right] \tag{3.13}
\end{align*}
$$

Or equivalently:

$$
\begin{equation*}
u_{\alpha}(j, l, t)=\sum_{\mathbf{q}, p} \frac{2}{\sqrt{m_{j}}}\left|A^{+}(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p)\right| \cos \left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t+\phi_{+}(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right) \tag{3.14}
\end{equation*}
$$

The solution expressed by Eqn. (3.14) is now completely real and has $6 N_{b} N_{u}$ degrees of freedom $-3 N_{b} N_{u}$ for the wave amplitudes $\left|A^{+}(\mathbf{q}, p, t)\right|$ and $3 N_{b} N_{u}$ for the phases $\phi_{+}(\mathbf{q}, p)$, and these are determined by the initial conditions. Note that $\left|e_{j, \alpha}(\mathbf{q}, p)\right|$ and $\phi_{j, \alpha}(\mathbf{q}, p)$ are fixed for a system and do not depend on the initial conditions. Since two atoms in a unit-cell are not at the same physical location, a wave traveling along any wave vector can have a phase difference at their respective locations - the term $\phi_{j, a}(\mathbf{q}, p)$ accommodates this phase difference.

### 3.3 Real cosine solution to the phonon equation

As demonstrated in the previous section, a cosine solution satisfies the equation of motion for the real displacements. This is compactly written as:

$$
\begin{equation*}
u_{\alpha}(j, l, t)=\sum_{\mathbf{q}, p} \frac{1}{\sqrt{m_{j}}}\left|A(q, p, t) \| e_{j, \alpha}(\mathbf{q}, p)\right| \cos \left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right) \tag{3.15}
\end{equation*}
$$

The above equation can further be simplified by restricting the initial phase between zero and $\pi$ and merging the sign into the mode amplitude, i.e., allowing it to acquire negative values:

$$
\begin{align*}
& u_{\alpha}(j, l, t)=\sum_{\mathbf{q}, p} \frac{1}{\sqrt{m_{j}}} A(q, p, t)\left|e_{j, \alpha}(\mathbf{q}, p)\right| \cos \left(\mathbf{q} \cdot \mathbf{r}_{l}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)  \tag{3.16}\\
& 0 \leq \phi(\mathbf{q}, p) \leq \pi  \tag{3.17}\\
& A(q, p, t) \in \mathbb{R} \tag{3.18}
\end{align*}
$$

The values of $\mathbf{q}, w(\mathbf{q}, p), e_{j, a}(\mathbf{q}, p)$ and $\phi_{j, a}(\mathbf{q}, p)$ are fixed for any given system while $A(\mathbf{q}, p, t)$ and $\phi(\mathbf{q}, p)$ are determined from the initial conditions. For an anharmonic system, the modes can interact, and thus the mode amplitude $A(\mathbf{q}, p, t)$ can vary with time. Restricting the phase $\phi(\mathbf{q}, p)$ between zero and $\pi$, and allowing $A(\mathbf{q}, p, t)$ to assume negative values, ensures that the phase remains independent of time. If only the modulus of the amplitude is taken, then there is a possibility for the phase to change by $\pi$ once the mode decays to zero. A constant initial phase is also more suitable for ensemble averaging as will be demonstrated in the next section. Thus the form given in Eqn. (3.16) is most convenient and will be adopted in the analyses to follow.

### 3.4 Well-posed cosine solution for a linear chain

Consider a linear chain of $N$ atoms with only nearest neighbor interaction as discussed previously in Chapter 2. As there is only one atom per unit-cell and only one dimension for motion, the subscripts for the vector components and bases have been omitted, and the vectors
simply are transformed into scalars. The equation of motion for the $j^{\text {th }}$ atom and the potential energy due to interaction of atom $j$ with atom $k$ are given by:

$$
\begin{align*}
& F(j, t)=m \frac{\partial^{2} u(j, t)}{\partial t^{2}}=C(u(j-1, t)-2 u(j, t)+u(j+1, t))  \tag{3.19}\\
& U_{j k}(t)=\frac{1}{2} C(u(j, t)-u(k, t))^{2} \tag{3.20}
\end{align*}
$$

The cosine solution discussed in the previous section can be reduced as:

$$
\begin{equation*}
u(j, t)=\sum_{q} \frac{1}{\sqrt{m}} A(q) \cos \left(q \cdot r_{j}-w(q) t+\phi(q)\right) \tag{3.21}
\end{equation*}
$$

The allowed wave vectors and the corresponding frequencies are given by:

$$
\begin{align*}
& q=r \frac{2 \pi}{N a} ; r=0, \pm 1, \pm 2 \ldots . .  \tag{3.22}\\
& -\frac{\pi}{a}<q \leq \frac{\pi}{a}  \tag{3.23}\\
& w(q)=\sqrt{\frac{4 C}{m}}\left|\sin \left(\frac{q a}{2}\right)\right| \tag{3.24}
\end{align*}
$$

The phase and group velocities are given by Eqns. (3.25) and (3.26) respectively:

$$
\begin{equation*}
v_{p}(q)=\frac{w(q)}{q}=\frac{1}{q} \sqrt{\frac{4 C}{m}}\left|\sin \left(\frac{q a}{2}\right)\right| \tag{3.25}
\end{equation*}
$$

$$
\begin{equation*}
v_{g}(q)=\frac{\partial w(q)}{\partial q}=a \sqrt{\frac{C}{m}} \cos \left(\frac{q a}{2}\right) \frac{q}{|q|} \tag{3.26}
\end{equation*}
$$

The total system potential energy is given by:

$$
\begin{equation*}
U(t)=\frac{1}{2} \sum_{j, k} U_{j k}(t)=\sum_{j, k} \frac{1}{4} C(u(j, t)-u(k, t))^{2} \tag{3.27}
\end{equation*}
$$

Substituting the solution from Eqn. (3.21) into the above expression gives:

$$
\begin{equation*}
U(t)=\frac{1}{2} \sum_{j, k} U_{j k}(t)=\sum_{j, k} \frac{1}{4} C\left(\sum_{q} \frac{1}{\sqrt{m}} A(q)\binom{\cos \left(q \cdot r_{j}-w(q) t+\phi(q)\right)-}{\cos \left(q \cdot r_{k}-w(q) t+\phi(q)\right)}\right)^{2} \tag{3.28}
\end{equation*}
$$

On simplification (see Appendix A), the following expression can be derived:

$$
\begin{equation*}
U(t)=\frac{N}{4} \sum_{q} A^{2}(q) w^{2}(q)+\frac{N}{4} \sum_{q} A(q) A(-q) w^{2}(q) \cos (-2 w(q) t+\varphi(q)+\varphi(-q)) \tag{3.29}
\end{equation*}
$$

Similarly, the kinetic energy of the system is given by:

$$
\begin{equation*}
K(t)=\sum_{j} \frac{1}{2} m v^{2}(j, t)=\sum_{j} \frac{1}{2} m\left(\sum_{q}\left[\frac{w(q)}{\sqrt{m}} A(q) \sin \left(q \cdot r_{j}-w(q) t+\phi(q)\right)\right]\right)^{2} \tag{3.30}
\end{equation*}
$$

On simplification (see Appendix A):

$$
\begin{equation*}
K(t)=\frac{N}{4} \sum_{q} w^{2}(q) A^{2}(q)-\frac{N}{4} \sum_{q} w^{2}(q) A(q) A(-q) \cos (-2 w(q) t+\varphi(q)+\varphi(-q)) \tag{3.31}
\end{equation*}
$$

The total energy of the system is simply the sum of kinetic and potential energy, and is given by:

$$
\begin{equation*}
E(t)=K(t)+U(t)=\sum_{q} \frac{N}{2} w^{2}(q) A^{2}(q)=\sum_{q} E(q, t) \tag{3.32}
\end{equation*}
$$

Thus the total energy associated with any mode is constant and keeps oscillating between the kinetic and potential energy; a detailed derivation of the above results can be found in Appendix A.

The average values of the kinetic and potential energies are both equal to half of the total energy. Since the system is purely classical, equipartition theorem is valid, and thus we have:

$$
\begin{align*}
& \langle K\rangle=\langle U\rangle=\frac{1}{2}\langle E\rangle=\frac{1}{2} k_{B} T  \tag{3.33}\\
& \frac{N}{2} w^{2}(q)\left\langle A^{2}(q)\right\rangle=k_{B} T \tag{3.34}
\end{align*}
$$

It may be noted that the past approach to estimate the energy associated with a normal mode uses the square of the normal mode coordinate as below (see for example [56]):
$Q(q, t)=\frac{1}{\sqrt{N}} \sum_{j} \sqrt{m} \exp (-i(q j a)) u_{j}(t)$
$Q(-q, t)=Q^{*}(q, t)$
$E(q, t)=\frac{1}{2}\left[\dot{Q}(q, t) \dot{Q}^{*}(q, t)+w_{q}{ }^{2} Q(q, t) Q^{*}(q, t)\right]=E(-q, t)$

However, the above result is incorrect as it predicts the same amount of energy for both positive and negative $q$ modes. The energy associated with the positive and negative modes does not need to be equal; in fact, a finite heat current results from a difference in the energy associated with the positive and the negative modes. If energy associated with positive and negative modes is equal, then it will only form stationary waves with no net transport of energy, which is unphysical. The normal mode coordinate result from the current work contains contributions from both positive and negative modes that will allow an instantaneous heat current in the system. While the conventional normal mode analysis gives an incorrect result for the modal energy (Eqn. (3.37)), it does give an accurate estimate of the total energy of the system (contributions from all modes) as shown below:
$E(t)=\sum_{q} \frac{N}{2} w^{2}(q) A^{2}(q)=\sum_{q} \frac{1}{2}\left[\dot{Q}(q, t) \dot{Q}^{*}(q, t)+w_{q}^{2} Q(q, t) Q^{*}(q, t)\right]$

Another important quantity that can be modeled using normal modes is the velocity (v) autocorrelation function (VACF). VACF is defined as:
$\operatorname{VACF}(t)=\frac{\langle v(0) v(t)\rangle}{\langle v(0) v(0)\rangle}$

For an $N$-particle system, this can be computed as:
$\operatorname{VACF}(t)=\frac{\frac{1}{N} \sum_{j}\langle v(j, 0) v(j, t)\rangle}{\frac{1}{N} \sum_{j}\langle v(j, 0) v(j, 0)\rangle}$

Expanding in terms of normal modes:

$$
\sum_{j} \frac{\langle v(j, 0) v(j, t)\rangle}{N}=\frac{1}{N} \sum_{j}\left\langle\sum_{q q^{\prime}}\left[\begin{array}{l}
\frac{w(q)}{\sqrt{m}} A(q) \sin \left(q \cdot r_{j}+\phi(q)\right)  \tag{3.41}\\
\frac{w}{\sqrt{m}} A\left(q^{\prime}\right) \sin \left(q^{\prime} \cdot r_{j}-w\left(q^{\prime}\right) t+\phi\left(q^{\prime}\right)\right)
\end{array}\right]\right)
$$

It can be shown that (the details can be found in Appendix A):

$$
\begin{equation*}
\sum_{j}\langle v(j, 0) v(j, t)\rangle=\sum_{q}\left\langle\frac{w^{2}(q) A^{2}(q)}{2 m} \cos (w(q) t)\right\rangle \tag{3.42}
\end{equation*}
$$

Using the relation for energy due to each mode (Eqn. (3.32)) and the equipartition theorem:

$$
\begin{equation*}
\sum_{j} \frac{\langle v(j, 0) v(j, t)\rangle_{T}}{N}=\frac{k_{B} T}{m N} \sum_{q} \cos (w(q) t) \tag{3.43}
\end{equation*}
$$

Substituting above relation back into Eqn. (3.40), gives VACF as:

$$
\begin{equation*}
\operatorname{VACF}(t)=\frac{1}{N} \sum_{q} \cos (w(q) t) \tag{3.44}
\end{equation*}
$$

Thus the Fourier transform of the VACF gives the density of states. It may be noted that for a system with anharmonicity, the mode amplitude correlation would decay leading to:

$$
\begin{equation*}
\sum_{j} \frac{\langle v(j, 0) v(j, t)\rangle}{N}=\sum_{q}\left\langle\frac{w^{2}(q) A(q, 0) A(q, t)}{2 m} \cos (w(q) t)\right\rangle \tag{3.45}
\end{equation*}
$$

Assuming an exponential decay for the correlation gives:

$$
\begin{equation*}
V A C F(t)=\frac{1}{N} \sum_{q} \exp \left(-\frac{t}{\tau_{q}}\right) \cos (w(q) t) \tag{3.46}
\end{equation*}
$$

Finally, the heat current for a two-body potential is defined as:

$$
\begin{equation*}
\mathbf{J}(t)=\frac{1}{V}\left[\sum_{j=1}^{N} E(j, t) \mathbf{v}(j, t)+\frac{1}{2} \sum_{j=1}^{N} \sum_{k=1, \neq j}^{N}\left[\mathbf{F}_{j k}(t) \cdot \mathbf{v}(j, t)\right] \mathbf{r}_{j k}\right] \tag{3.47}
\end{equation*}
$$

For the linear chain considered here, this expression simplifies to:

$$
\begin{equation*}
J(t)=\frac{1}{V}\left[\sum_{j=1}^{N} E(j, t) v(j, t)+\frac{1}{2} \sum_{j=1}^{N} \sum_{k=1, \neq j}^{N}\left[F_{j k}(t) \cdot v(j, t)\right] x_{j k}(t)\right] \tag{3.48}
\end{equation*}
$$

The first term, which is usually referred to as the kinetic heat current, does not lead to any significant energy transport for a non-diffusive system [82-84]. The second term, which is also
referred to as the potential heat current [82-84], is more significant. For the present work, this is more appropriately referred to as the virial heat current and is written as:

$$
J_{v i r}(t)=\frac{1}{2 V}\left[\sum_{j=1}^{N}\left[\begin{array}{l}
(-C(u(j, t)-u(j-1, t)) v(j, t))(u(j, t)-u(j-1, t)+a)  \tag{3.49}\\
\left(-C(u(j, t)-u(j+1, t)) v_{j}(t)\right)(u(j, t)-u(j+1, t)-a)
\end{array}\right]\right]
$$

For small displacements about the equilibrium position, the virial heat current reduces to:

$$
\begin{equation*}
J_{v i r}(t) \approx \frac{C a}{2 V}\left[\sum_{j=1}^{N}[(-(u(j, t)-u(j-1, t)) v(j, t))+((u(j, t)-u(j+1, t)) v(j, t))]\right] \tag{3.50}
\end{equation*}
$$

Substituting the general solution from Eqn. (3.21) into the above expression:

$$
\begin{align*}
& J_{v i r}(t) \approx \\
& \frac{-C a}{2 V m}\left[\sum_{j=1}^{N} \sum_{q_{1} q_{2}}\left(\begin{array}{c}
A\left(q_{1}, t\right) A\left(q_{2}, t\right) w\left(q_{1}\right) \sin \left(q_{1} j a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right) \times \\
\left.\left.(j+1) a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)-\cos \left(q_{2}(j-1) a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)\right)
\end{array}\right]\right. \tag{3.51}
\end{align*}
$$

Simplifying:
$J_{v i r}(t) \approx \frac{C a}{V m} \sum_{q_{1} q_{2}}\left[\begin{array}{l}A\left(q_{1}, t\right) A\left(q_{2}, t\right) w\left(q_{1}\right) \sin \left(\frac{q_{2} a}{2}\right) \cos \left(\frac{q_{2} a}{2}\right) \times \\ \sum_{j=1}^{N}\left[2 \sin \left(q_{1} j a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right) \sin \left(q_{2} j a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)\right]\end{array}\right]$

Substituting the dispersion relation and the expression for group velocity from Eqns. (3.24) and (3.26) into the above expression:

$$
J_{v i r}(t) \approx \frac{1}{2 V} \sum_{q_{1} q_{2}}\left[\begin{array}{l}
A\left(q_{1}, t\right) A\left(q_{2}, t\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \times  \tag{3.53}\\
\sum_{j=1}^{N}\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) j a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)- \\
\cos \left(\left(q_{1}+q_{2}\right) j a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)
\end{array}\right]
\end{array}\right]
$$

The summation over all atoms would go to zero unless $q_{1}=q_{2}$ or $q_{1}=-q_{2}$. The virial heat current now can be expressed as:
$J_{\text {vir }}(t) \approx \frac{N}{2 V}\left[\begin{array}{l}\sum_{q} A^{2}(q, t) w^{2}(q) v_{g}(q)+ \\ \sum_{q} A(q, t) A(-q, t) w^{2}(q) v_{g}(q) \cos (2 w(q) t-\varphi(q)-\varphi(-q))\end{array}\right]$

As the group velocities for the positive and negative modes are opposite to each other, the second term in the above summation would cancel off. Thus the virial heat current reduces to:

$$
\begin{equation*}
J_{v i r}(t) \approx \frac{1}{V} \sum_{q} \frac{N}{2} A^{2}(q, t) w^{2}(q) v_{g}(q) \tag{3.55}
\end{equation*}
$$

Substituting the expression for the energy due to each mode from Eqn. (3.32), the virial heat current can be written as:

$$
\begin{equation*}
J_{v i r}(t) \approx \frac{1}{V} \sum_{q} E(q, t) v_{g}(q) \tag{3.56}
\end{equation*}
$$

The above equation is identical to the quantum expression for heat current presented in Chapter 2.

### 3.5 Conclusion

In this chapter, the mathematical and physical consistency of the solution that is conventionally adopted for solving the phonon equation motion is discussed. It is shown that the general solution considered in the customary approach is mathematically insufficient. To cover all the degrees of freedom, two amplitude constants have been introduced for the positive and negative branches of the solution. The addition of left and right propagating waves is a crucial piece of information missing earlier, which formalizes a real energy current in terms of the difference between left and right moving phonon amplitude (population). A real cosine solution is then constructed that is appropriate to compute the properties of a 1-D chain without ambiguity.

## Chapter 4: PHONON DISPERSION FROM

## RATIO OF CONJUGATE AMPLITUDES IN

## PHONON SPACE

### 4.1 Introduction

A key objective of any phonon analysis is to determine the phonon dispersion relationships. Experimentally, the dispersion can be probed using neutron scattering experiments or Raman spectroscopy techniques that involve interaction of phonons with other particles or waves [73]. Theoretically, it can be calculated by computing the dynamical matrix followed by evaluating its eigenvalues (Eqn. (2.35)). The dynamical matrix can be calculated very accurately, for example, by using ab initio simulations [85]. Recently, Kong [86] has developed a method to estimate the dynamical matrix directly from atomistic trajectories using a Green's function approach. In another approach, McGaughey et al. [61] has determined the phonon dispersion curve from atomistic simulations using the spectral energy density (SED).

The most popular method for estimating phonon dispersion from atomistic simulations [38, 73-76, 87, 88], perhaps, entails taking the Fourier transform of the correlation of the projection of the atomistic trajectories along the normal mode coordinates. The SED approach [61] uses the Fourier transform of the modal kinetic energies and is similar to this method. Dove [73] discusses two more approaches to determine phonon dispersion from atomistic trajectories.

The first one entails the use of equipartition theorem to determine the frequency using the relationship between normal mode amplitude, frequency, and energy. However, Dove cautions that this method may not be very accurate as the equipartition may fail during the simulations unless proper care in taken. It may be noted that Kong's approach [86] for computing the dynamical matrix also assumes equipartition of energy between the modes, and is very similar to Dove's first approach. The second method involves computing the ratio of the normal mode amplitudes for the velocity and displacement; this approach is valid even in the absence of modal energy equipartitioning. The approach is also computationally inexpensive when compared to the more popular method of using the Fourier transform of the normal mode amplitudes. While this approach is known [89-91], it has not been employed in any atomistic simulations for computing the phonon dispersion relationships. In this chapter, a formal proof for the method using the general solution developed previously is first presented, followed by a demonstration of the method for computing the phonon dispersion curves for three systems - (i) a monoatomic linear chain, (ii) a diatomic linear chain, and (iii) graphene.

### 4.2 Projection in Phonon Space

The state of a lattice system, defined by the displacement of atoms from the equilibrium position, and the velocities - denoted by vectors $\mathbf{u}(t)$ and $\mathbf{v}(t)$, respectively - is given by:

$$
\mathbf{u}(t)=\left\{\begin{array}{c}
\mathbf{u}(1,1, t)  \tag{4.1}\\
\mathbf{u}(2,1, t) \\
\mathbf{u}\left(N_{b}, 1, t\right) \\
\mathbf{u}(1,2, t) \\
\mathbf{u}(j, l, t) \\
\mathbf{u}\left(N_{b}, N_{u}, t\right)
\end{array}\right\}, \mathbf{v}(t)=\left\{\begin{array}{c}
\mathbf{v}(1,1, t) \\
\mathbf{v}(2,1, t) \\
\mathbf{v}\left(N_{b}, 1, t\right) \\
\mathbf{v}(1,2, t) \\
\mathbf{v}(j, l, t) \\
\\
\mathbf{v}\left(N_{b}, N_{u}, t\right)
\end{array}\right\}
$$

These vectors can be split into smaller vectors, one each for the $\alpha$ component of every $j^{\text {th }}$ basis atom, as:

$$
\mathbf{u}_{\alpha, j}(t)=\left(\begin{array}{c}
u_{\alpha}(j, 1, t)  \tag{4.2}\\
u_{\alpha}(j, 2, t) \\
\cdot \\
\cdot \\
u_{\alpha}\left(j, N_{u}, t\right)
\end{array}\right) ; \mathbf{v}_{\alpha, j}(t)=\left(\begin{array}{c}
v_{\alpha}(j, 1, t) \\
v_{\alpha}(j, 2, t) \\
\cdot \\
\cdot \\
v_{\alpha}\left(j, N_{u}, t\right)
\end{array}\right)
$$

Define vector $\mathbf{B}_{\mathbf{q}}$ for wave vector $\mathbf{q}$ as:

$$
\mathbf{B}_{\mathbf{q}}=\frac{1}{\sqrt{N_{u}}}\left(\begin{array}{c}
\exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{1}\right)\right)  \tag{4.3}\\
\exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{2}\right)\right) \\
\cdot \\
\cdot \\
\exp \left(i\left(\mathbf{q} \cdot \mathbf{r}_{N_{u}}\right)\right)
\end{array}\right)
$$

Clearly, $\mathbf{B}_{\mathbf{q}}$ satisfies:

$$
\begin{equation*}
\left(\mathbf{B}_{\mathbf{q}}\right)^{\dagger} \cdot \mathbf{B}_{\mathbf{q}^{\prime}}=\delta_{\mathbf{q q}} \tag{4.4}
\end{equation*}
$$

The projection of the $\alpha$ component of velocities and displacements of the $j^{\text {th }}$ basis atom in the wave vector space for wave vector $\mathbf{q}$ is denoted by $\xi_{u, \alpha_{j}}(t)$ and $\xi_{v, \alpha_{j} j}(t)$, respectively, and are given by:

$$
\begin{align*}
& \xi_{u, \alpha, j}(\mathbf{q}, t)=\sqrt{m_{j}}\left(\mathbf{B}_{\mathbf{q}}\right)^{\dagger} \cdot \mathbf{u}_{\alpha, j}(t)=\sqrt{\frac{m_{j}}{N_{u}}}\left(\begin{array}{c}
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{1}\right)\right) \\
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{2}\right)\right) \\
\cdot \\
\cdot \\
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{N_{u}}\right)\right)
\end{array}\right)^{T}\left(\begin{array}{c}
u_{\alpha}(j, 1, t) \\
u_{\alpha}(j, 2, t) \\
\cdot \\
\cdot \\
u_{\alpha}\left(j, N_{u}, t\right)
\end{array}\right)  \tag{4.5}\\
& \xi_{v, \alpha, j}(\mathbf{q}, t)=\sqrt{m_{j}}\left(\mathbf{B}_{\mathbf{q}}\right)^{\dagger} \cdot \mathbf{v}_{\alpha, j}(t)=\sqrt{\frac{m_{j}}{N_{u}}}\left(\begin{array}{c}
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{1}\right)\right) \\
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{2}\right)\right) \\
\cdot \\
\cdot \\
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{N_{u}}\right)\right)
\end{array}\right)^{T}\left(\begin{array}{c}
v_{\alpha}(j, 1, t) \\
v_{\alpha}(j, 2, t) \\
\cdot \\
\cdot \\
v_{\alpha}\left(j, N_{u}, t\right)
\end{array}\right) \tag{4.6}
\end{align*}
$$

The complete projection for the wave vector is denoted by $\xi_{u}(\mathbf{q}, t)$ and $\xi_{v}(\mathbf{q}, t)$ :

$$
\boldsymbol{\xi}_{u}(\mathbf{q}, t)=\left(\begin{array}{c}
\xi_{u, x, 1}(\mathbf{q}, t)  \tag{4.7}\\
\xi_{u, y, 1}(\mathbf{q}, t) \\
\xi_{u, z, 1}(\mathbf{q}, t) \\
\cdot \\
\cdot \\
\xi_{u, x, N_{b}}(\mathbf{q}, t) \\
\xi_{u, y, N_{b}}(\mathbf{q}, t) \\
\xi_{u, z, N_{b}}(\mathbf{q}, t)
\end{array}\right) ; \boldsymbol{\xi}_{v}(\mathbf{q}, t)=\left(\begin{array}{c}
\xi_{v, x, 1}(\mathbf{q}, t) \\
\xi_{v, y, 1}(\mathbf{q}, t) \\
\xi_{v, z, 1}(\mathbf{q}, t) \\
\cdot \\
\cdot \\
\xi_{v, x, N_{b}}(\mathbf{q}, t) \\
\xi_{v, y, N_{b}}(\mathbf{q}, t) \\
\xi_{v, z, N_{b}}(\mathbf{q}, t)
\end{array}\right)
$$

The components of the projections described above are not necessarily independent for an arbitrary system, as shown below, and thus do not constitute normal mode coordinates or the projection in phonon space.

$$
\begin{equation*}
\frac{\left\langle\left(\xi_{v, \alpha, j}(\mathbf{q})\right)^{*} \xi_{v, \alpha^{\prime}, j^{\prime}}(\mathbf{q})\right\rangle}{\sqrt{\left.\left.\left|\left|\xi_{v, \alpha, j}(\mathbf{q})\right|^{2}\right\rangle\langle | \xi_{v, \alpha^{\prime}, j^{\prime}}(\mathbf{q})\right|^{2}\right\rangle}} \neq \delta_{\alpha \alpha^{\prime}} \delta_{j j^{\prime}} \neq \frac{\left\langle\left(\xi_{u, \alpha, j}(\mathbf{q})\right)^{*} \xi_{u, \alpha^{\prime}, j^{\prime}}(\mathbf{q})\right\rangle}{\sqrt{\left.\left.\left.\left.\langle | \xi_{u, \alpha, j}(\mathbf{q})\right|^{2}\right\rangle\langle | \xi_{u, \alpha^{\prime}, j^{\prime}} \mid \mathbf{q}\right)^{2}\right\rangle}} \tag{4.8}
\end{equation*}
$$

The next step is to find an appropriate projection, which is orthogonal. The eigenvector of the dynamical matrix for wave vector $\mathbf{q}$ and mode $p$ is denoted by $\mathbf{e}(\mathbf{q}, p)$ as shown in Eqn. (4.9). The eigenvectors follow the orthogonalization condition given by Eqns. (4.10) and (4.11).

$$
\begin{gather*}
\mathbf{e}(\mathbf{q}, p)=\left(\begin{array}{c}
e_{1, x}(\mathbf{q}, p) \\
e_{1, y}(\mathbf{q}, p) \\
e_{1, z}(\mathbf{q}, p) \\
\cdot \\
\cdot \\
e_{N_{b}, x}(\mathbf{q}, p) \\
e_{N_{b}, y}(\mathbf{q}, p) \\
e_{N_{b}, z}(\mathbf{q}, p)
\end{array}\right)  \tag{4.9}\\
(\mathbf{e}(\mathbf{q}, p))^{\dagger} \mathbf{e}\left(\mathbf{q}, p^{\prime}\right)=\delta_{p p^{\prime}}  \tag{4.10}\\
\sum_{p} e_{j, \alpha}(-\mathbf{q}, p) e_{j^{\prime}, \alpha^{\prime}}(\mathbf{q}, p)=\delta_{i j j^{\prime}} \delta_{\alpha \alpha^{\prime}} \tag{4.11}
\end{gather*}
$$

Now define the projection of displacement and velocity in phonon space is denoted by $\chi_{u}(\mathbf{q}, p, t)$ and $\chi_{v}(\mathbf{q}, p, t)$, respectively, as shown below.

$$
\chi_{u}(\mathbf{q}, p, t)=(\mathbf{e}(\mathbf{q}, p))^{\dagger} \cdot \boldsymbol{\xi}_{u}(\mathbf{q}, t)=\left(\begin{array}{c}
e_{1, x}(-\mathbf{q}, p)  \tag{4.12}\\
e_{1, y}(-\mathbf{q}, p) \\
e_{1, z}(-\mathbf{q}, p) \\
\cdot \\
\cdot \\
e_{N_{b}, x}(-\mathbf{q}, p) \\
e_{N_{b}, y}(-\mathbf{q}, p) \\
e_{N_{b}, z}(-\mathbf{q}, p)
\end{array}\right)^{T}\left(\begin{array}{c}
\xi_{u, x, 1}(\mathbf{q}, t) \\
\xi_{u, y, 1}(\mathbf{q}, t) \\
\xi_{u, z, 1}(\mathbf{q}, t) \\
\cdot \\
\cdot \\
\xi_{u, x, N_{b}}(\mathbf{q}, t) \\
\xi_{u, y, N_{b}}(\mathbf{q}, t) \\
\xi_{u, z, N_{b}}(\mathbf{q}, t)
\end{array}\right)
$$

The complete phonon space projection for a wave vector $\mathbf{q}$ is defined by the vectors $\boldsymbol{\chi}_{\mu}(\mathbf{q}, t)$ and $\chi_{v}(\mathbf{q}, t)$ for the displacement and velocity, respectively. These projections are given by:

$$
\begin{align*}
& \mathbf{e}(\mathbf{q})=\left(\begin{array}{cccccccc}
e_{1, x}(\mathbf{q}, 1) & e_{1, x}(\mathbf{q}, 2) & . & . & . & e_{1, x}(\mathbf{q}, p) & . & e_{1, x}\left(\mathbf{q}, 3 N_{b}\right) \\
e_{1, y}(\mathbf{q}, 1) & e_{1, y}(\mathbf{q}, 2) & . & . & . & e_{1, y}(\mathbf{q}, p) & . & e_{1, y}\left(\mathbf{q}, 3 N_{b}\right) \\
e_{1, z}(\mathbf{q}, 1) & e_{1, z}(\mathbf{q}, 2) & . & . & . & e_{1, z}(\mathbf{q}, p) & . & e_{1, z}\left(\mathbf{q}, 3 N_{b}\right) \\
. & . & . & . & . & . & . & \cdot \\
. & . & . & . & . & . & . \\
e_{N_{b}, x}(\mathbf{q}, 1) & e_{N_{b}, x}(\mathbf{q}, 2) & . & . & . & e_{N_{b}, x}(\mathbf{q}, p) & . & e_{N_{b}, x}\left(\mathbf{q}, 3 N_{b}\right) \\
e_{N_{b}, y}(\mathbf{q}, 1) & e_{N_{b}, y}(\mathbf{q}, 2) & . & . & . & e_{N_{b}, y}(\mathbf{q}, p) & . & e_{N_{b}, y}\left(\mathbf{q}, 3 N_{b}\right) \\
e_{N_{b}, z}(\mathbf{q}, 1) & e_{N_{b}, z}(\mathbf{q}, 2) & . & . & . & e_{N_{b}, z}(\mathbf{q}, p) & . & e_{N_{b}, z}\left(\mathbf{q}, 3 N_{b}\right)
\end{array}\right)  \tag{4.13}\\
& \chi_{u}(\mathbf{q}, t)=\left(\begin{array}{c}
\chi_{u}(\mathbf{q}, 1, t) \\
\chi_{u}(\mathbf{q}, 2, t) \\
\cdot \\
\cdot \\
\cdot \\
\chi_{u}(\mathbf{q}, p, t) \\
\cdot \\
\chi_{u}\left(\mathbf{q}, 3 N_{b}, t\right)
\end{array}\right) ; \chi_{v}(\mathbf{q}, t)=\left(\begin{array}{c}
\chi_{v}(\mathbf{q}, 1, t) \\
\chi_{v}(\mathbf{q}, 2, t) \\
\cdot \\
\cdot \\
\cdot \\
\chi_{v}(\mathbf{q}, p, t) \\
\cdot \\
\chi_{v}\left(\mathbf{q}, 3 N_{b}, t\right)
\end{array}\right)  \tag{4.14}\\
& \chi_{u}(\mathbf{q}, t)=(\mathbf{e}(\mathbf{q}))^{\dagger} \cdot \boldsymbol{\xi}_{u}(\mathbf{q}, t)  \tag{4.15}\\
& \boldsymbol{\chi}_{v}(\mathbf{q}, t)=(\mathbf{e}(\mathbf{q}))^{\dagger} \boldsymbol{\xi}_{v}(\mathbf{q}, t) \tag{4.16}
\end{align*}
$$

The above projections in the phonon space are now independent of each other and thus follow the relation below:

$$
\begin{equation*}
\frac{\left\langle\left(\chi_{v}(\mathbf{q}, p)\right)^{*} \chi_{v}\left(\mathbf{q}, p^{\prime}\right)\right\rangle}{\sqrt{\left.\left.\left.\langle | \chi_{v}(\mathbf{q}, p)\right|^{2}\right\rangle\left.\langle | \chi_{v}\left(\mathbf{q}, p^{\prime}\right)\right|^{2}\right\rangle}}=\delta_{p p^{\prime}}=\frac{\left\langle\left(\chi_{u}(\mathbf{q}, p)\right)^{*} \chi_{u}\left(\mathbf{q}, p^{\prime}\right)\right\rangle}{\sqrt{\left.\left.\left.\langle | \chi_{u}(\mathbf{q}, p)\right|^{2}\right\rangle\left.\langle | \chi_{u}\left(\mathbf{q}, p^{\prime}\right)\right|^{2}\right\rangle}} \tag{4.17}
\end{equation*}
$$

Although the matrix $\mathbf{e}(\mathbf{q})$ is not known, it can be calculated following the approach discussed by Dove [73] (using the relation given by Eqn. (4.17)), as shown next:

$$
\begin{align*}
& \boldsymbol{\chi}_{u}(\mathbf{q}, t) \cdot\left(\boldsymbol{\chi}_{u}(\mathbf{q}, t)\right)^{\dagger}=\left((\mathbf{e}(\mathbf{q}))^{\dagger} \cdot \boldsymbol{\xi}_{u}(\mathbf{q}, t)\right)\left((\mathbf{e}(\mathbf{q}))^{\dagger} \cdot \boldsymbol{\xi}_{u}(\mathbf{q}, t)\right)^{\dagger}  \tag{4.18}\\
& \left\langle\chi_{u}(\mathbf{q}) \cdot\left(\chi_{u}(\mathbf{q})\right)^{\dagger}\right\rangle=(\mathbf{e}(\mathbf{q}))^{\dagger}\left\langle\boldsymbol{\xi}_{u}(\mathbf{q}) \cdot\left(\boldsymbol{\xi}_{u}(\mathbf{q})\right)^{\dagger}\right\rangle \cdot \mathbf{e}(\mathbf{q}) \tag{4.19}
\end{align*}
$$

The matrix $\left\langle\chi_{u}(\mathbf{q}) \cdot\left(\chi_{u}(\mathbf{q})\right)^{\dagger}\right\rangle$ is diagonal, which follows from the relation given by Eqn. (4.17), while the matrix $\left\langle\xi_{u}(\mathbf{q}) \cdot\left(\xi_{u}(\mathbf{q})\right)^{\dagger}\right\rangle$ is Hermitian. Thus Eqn. (4.19) represents the diagonalization of a Hermitian matrix. Hence, $\mathbf{e}(\mathbf{q})$ is simply a matrix whose columns are the eigenvectors of the matrix $\left\langle\xi_{u}(\mathbf{q}) \cdot\left(\xi_{u}(\mathbf{q})\right)^{\dagger}\right\rangle$, which can be computed directly from an atomitsic simulation. The eigenvectors then can be estimated and used to obtain the projections in the phonon space through Eqns. (4.15) and (4.16). Also, note that the matrix $\mathbf{e}(\mathbf{q})$ that diagonalizes matrix $\left\langle\xi_{u}(\mathbf{q}) \cdot\left(\xi_{u}(\mathbf{q})\right)^{\dagger}\right\rangle$ is unique. The next two sections will demonstrate that the eigenvectors of the dynamical matrix does indeed diagonalizes it thus impling that the eigenvectors of $\left\langle\boldsymbol{\xi}_{u}(\mathbf{q}) \cdot\left(\boldsymbol{\xi}_{u}(\mathbf{q})\right)^{\dagger}\right\rangle$ and the dynamical matrix are one and the same.

### 4.3 Phonon space projections due to the general solution

Consider the general solution for the displacement along direction $\alpha$ for the $j^{\text {th }}$ atom of the $l^{\text {th }}$ unit cell:

$$
\left.\left.\mathbf{u}_{\alpha, j}(\mathbf{q}, p, t)=\frac{1}{\sqrt{m_{j}}} A(q, p, t) \right\rvert\, e_{j, \alpha}(\mathbf{q}, p)\right)\left(\begin{array}{c}
\cos \left(\mathbf{q} \cdot \mathbf{r}_{1}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)  \tag{4.20}\\
\cos \left(\mathbf{q} \cdot \mathbf{r}_{2}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
\cdot \\
\cdot \\
\cos \left(\mathbf{q} \cdot \mathbf{r}_{N_{u}}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right)
$$

As discussed in Chapter 3, this solution is equivalent to the solution given by Eqn. (3.5), with the complex exponential replaced by a real cosine term since the actual displacements of the atoms are real. The complex exponential solution contains 6 N constants, i.e. the real and imaginary parts of the amplitudes $A(\mathbf{q}, p, t)$ for $3 N$ independent modes. Similarly, the real cosine solution also contains 6 N independent constants, 3 N for the values of the real amplitudes $A(\mathbf{q}, p, t)$ and $3 N$ for the initial phases $\varphi(\mathbf{q}, p)$. The total displacement can thus be written as:

$$
\begin{align*}
& \mathbf{u}_{\alpha, j}(t)=\sum_{\mathbf{q}, p} \mathbf{u}_{\alpha, j}(\mathbf{q}, p, t)= \\
& \sum_{\mathbf{q}, p} \frac{1}{\sqrt{m_{j}}} A(q, p, t) \left\lvert\, e_{j, \alpha}(\mathbf{q}, p)\left(\begin{array}{c}
\cos \left(\mathbf{q} \cdot \mathbf{r}_{1}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
\cos \left(\mathbf{q} \cdot \mathbf{r}_{2}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
\cdot \\
\cos \left(\mathbf{q} \cdot \mathbf{r}_{N_{u}}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right)\right. \tag{4.21}
\end{align*}
$$

Note that the velocities are given by the derivative of the displacements. For harmonic interactions $A(\mathbf{q}, p, t)$ remains constant, and thus the rate of change is zero. For an anharmonic interactions, the rate of change is not zero, but the decay is small compared to the contribution from the vibrating cosine term, and thus can be neglected. Thus the velocities are given by:

$$
\left.\left.\mathbf{v}_{\alpha, j}(t)=\sum_{\mathbf{q}, p} \frac{1}{\sqrt{m_{j}}} w(\mathbf{q}, p) A(q, p, t) \right\rvert\, e_{j, \alpha}(\mathbf{q}, p)\right)\left(\begin{array}{c}
\sin \left(\mathbf{q} \cdot \mathbf{r}_{1}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)  \tag{4.22}\\
\sin \left(\mathbf{q} \cdot \mathbf{r}_{2}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
\cdot \\
\cdot \\
\sin \left(\mathbf{q} \cdot \mathbf{r}_{N_{u}}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right)
$$

Evaluation the projection along the wave vector:

$$
\begin{align*}
& \xi_{u, \alpha, j}(\mathbf{q}, t)= \\
& \sum_{\mathbf{q}^{\prime} ; p} \frac{A\left(\mathbf{q}^{\prime}, p, t\right) \mid e_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)}{\sqrt{N_{u}}}\left(\begin{array}{c}
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{1}\right)\right) \\
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{2}\right)\right) \\
\cdot \\
\cdot \\
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{N_{u}}\right)\right)
\end{array}\right)^{T}\left(\begin{array}{c}
\cos \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{1}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \\
\cos \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{2}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \\
\cdot \\
\cdot \\
\cos \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{N_{u}}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right)
\end{array}\right) \tag{4.23}
\end{align*}
$$

Expanding as a summation:

$$
\begin{align*}
& \xi_{u, \alpha, j}(\mathbf{q}, t)= \\
& \sum_{\mathbf{q}^{\prime}, p} \frac{A\left(\mathbf{q}^{\prime}, p, t\right)\left|e_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right|}{\sqrt{N_{u}}} \sum_{j} \cos \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{j}\right)\right) \tag{4.24}
\end{align*}
$$

Expanding the exponential gives:

$$
\begin{align*}
& \xi_{u, \alpha, j}(\mathbf{q}, t)= \\
& \sum_{\mathbf{q}^{\prime}, p} \frac{A\left(\mathbf{q}^{\prime}, p, t\right)\left|e_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right|}{\sqrt{N_{u}}} \sum_{j}\left[\begin{array}{l}
\cos \left(-\mathbf{q} \cdot \mathbf{r}_{j}\right) \cos \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right)+ \\
i \sin \left(-\mathbf{q} \cdot \mathbf{r}_{j}\right) \cos \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right)
\end{array}\right] \tag{4.25}
\end{align*}
$$

Simplifying:

$$
\begin{align*}
& \xi_{u, \alpha, j}(\mathbf{q}, t)= \\
& \sum_{\mathbf{q}^{\prime}, p} \frac{A\left(\mathbf{q}^{\prime}, p, t\right)\left|e_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right|}{2 \sqrt{N_{u}}} \sum_{j}\left[\begin{array}{l}
\cos \left(\left(\mathbf{q}^{\prime}-\mathbf{q}\right) \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \\
+\cos \left(\left(\mathbf{q}^{\prime}+\mathbf{q}\right) \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \\
+i \sin \left(\left(\mathbf{q}^{\prime}-\mathbf{q}\right) \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \\
-i \sin \left(\left(\mathbf{q}^{\prime}+\mathbf{q}\right) \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right)
\end{array}\right] \tag{4.26}
\end{align*}
$$

The summation over $j$ goes to zero unless $\mathbf{q}=\mathbf{q}^{\prime}$ or $\mathbf{q}=-\mathbf{q}^{\prime}$ :
$\xi_{u, \alpha, j}(\mathbf{q}, t)=\sum_{p}\left[\begin{array}{l}\frac{A(\mathbf{q}, p, t)\left|e_{j, \alpha}(\mathbf{q}, p)\right| \sqrt{N_{u}}}{2}\left[\begin{array}{l}\cos \left(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right) \\ +i \sin \left(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)\end{array}\right]+ \\ \frac{A(-\mathbf{q}, p, t)\left|e_{j, \alpha}(-\mathbf{q}, p)\right| \sqrt{N_{u}}}{2}\left[\begin{array}{l}+\cos \left(-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)+\phi_{j, \alpha}(-\mathbf{q}, p)\right) \\ -i \sin \left(-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)+\phi_{j, \alpha}(-\mathbf{q}, p)\right)\end{array}\right]\end{array}\right]$

Expanding the sine and the cosine terms to separate $\varphi_{j \alpha}(\mathbf{q}, p)$ :

$$
\xi_{u, \alpha, j}(\mathbf{q}, t)=\sum_{p}\left[\begin{array}{l}
\frac{A(\mathbf{q}, p, t)\left|e_{j, \alpha}(\mathbf{q}, p)\right| \sqrt{N_{u}}}{2}\left[\begin{array}{l}
\cos (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \cos \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
-\sin (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \sin \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
+i \sin (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \cos \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
+i \cos (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \sin \left(\phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right]+  \tag{4.28}\\
\frac{A(-\mathbf{q}, p, t)\left|e_{j, \alpha}(-\mathbf{q}, p)\right| \sqrt{N_{u}}}{2}\left[\begin{array}{l}
\cos (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \cos \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
+\sin (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \sin \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
-i \sin (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \cos \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
+i \cos (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \sin \left(\phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right]
\end{array}\right]
$$

Combining the terms:
$\xi_{u, \alpha, j}(\mathbf{q}, t)=$
$\sum_{p}\left[\begin{array}{l}\frac{A(\mathbf{q}, p, t)\left|e_{j, \alpha}(\mathbf{q}, p)\right| \sqrt{N_{u}}}{2}\left[\begin{array}{l}\cos (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \exp \left(i \phi_{j, \alpha}(\mathbf{q}, p)\right) \\ +i \sin (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \exp \left(i \phi_{j, \alpha}(\mathbf{q}, p)\right)\end{array}\right]+ \\ \frac{A(-\mathbf{q}, p, t)\left|e_{j, \alpha}(\mathbf{q}, p)\right| \sqrt{N_{u}}}{2}\left[\begin{array}{l}\cos (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \exp \left(i \phi_{j, \alpha}(\mathbf{q}, p)\right) \\ -i \sin (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \exp \left(i \phi_{j, \alpha}(\mathbf{q}, p)\right)\end{array}\right]\end{array}\right]$

Merging the phase and magnitude of $e_{j \alpha}(\mathbf{q}, p)$ :

$$
\xi_{u, \alpha, j}(\mathbf{q}, t)=\sum_{p}\left[\begin{array}{l}
\frac{A(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \sqrt{N_{u}}}{2}\left[\begin{array}{l}
\cos (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \\
+i \sin (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p))
\end{array}\right]+  \tag{4.30}\\
\frac{A(-\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p) \sqrt{N_{u}}}{2}\left[\begin{array}{l}
\cos (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \\
-i \sin (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p))
\end{array}\right]
\end{array}\right]
$$

The normal mode coordinate is obtained by:

$$
\begin{equation*}
\chi_{u}(\mathbf{q}, p, t)=\sum_{j, \alpha} e_{j, \alpha}(-\mathbf{q}, p) \xi_{u, \alpha, j}(\mathbf{q}, t) \tag{4.31}
\end{equation*}
$$

Substituting the relation from Eqn. (4.30) into Eqn. (4.31):

$$
\begin{align*}
& \chi_{u}(\mathbf{q}, p, t)= \\
& \sum_{j, \alpha} e_{j, \alpha}(-\mathbf{q}, p) \sum_{p^{\prime}}\left[\begin{array}{l}
\frac{A\left(\mathbf{q}, p^{\prime}, t\right) e_{j, \alpha}\left(\mathbf{q}, p^{\prime}\right) \sqrt{N_{u}}}{2}\left[\begin{array}{l}
\cos \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(\mathbf{q}, p^{\prime}\right)\right) \\
+i \sin \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(\mathbf{q}, p^{\prime}\right)\right)
\end{array}\right]+ \\
\frac{A\left(-\mathbf{q}, p^{\prime}, t\right) e_{j, \alpha}\left(\mathbf{q}, p^{\prime}\right) \sqrt{N_{u}}}{2}\left[\begin{array}{c}
+\cos \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(-\mathbf{q}, p^{\prime}\right)\right) \\
-i \sin \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(-\mathbf{q}, p^{\prime}\right)\right)
\end{array}\right]
\end{array}\right] \tag{4.32}
\end{align*}
$$

Simplifying:

$$
\begin{align*}
& \chi_{u}(\mathbf{q}, p, t)= \\
& \sum_{p^{\prime}}\left[\begin{array}{l}
\frac{\sqrt{N_{u}} A\left(\mathbf{q}, p^{\prime}, t\right)}{2}\left[\begin{array}{l}
\cos \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(\mathbf{q}, p^{\prime}\right)\right) \\
+i \sin \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(\mathbf{q}, p^{\prime}\right)\right)
\end{array}\right] \sum_{j, \alpha}\left(e_{j, \alpha}(\mathbf{q}, p)\right)^{*} \cdot e_{j, \alpha}\left(\mathbf{q}, p^{\prime}\right)+ \\
\left.\frac{\sqrt{N_{u}} A\left(-\mathbf{q}, p^{\prime}, t\right)}{2}\left[\begin{array}{l}
+\cos \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(-\mathbf{q}, p^{\prime}\right)\right) \\
-i \sin \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(-\mathbf{q}, p^{\prime}\right)\right)
\end{array}\right] \sum_{j, \alpha}\left(e_{j, \alpha}(\mathbf{q}, p)\right)^{*} \cdot e_{j, \alpha}\left(\mathbf{q}, p^{\prime}\right)\right]
\end{array}\right. \tag{4.33}
\end{align*}
$$

Thus the normal mode coordinate for displacement is given by:

$$
\chi_{u}(\mathbf{q}, p, t)=\left[\begin{array}{l}
\frac{\sqrt{N_{u}} A(\mathbf{q}, p, t)}{2}\left[\begin{array}{l}
\cos (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \\
+i \sin (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p))
\end{array}\right]+  \tag{4.34}\\
\frac{\sqrt{N_{u}} A(-\mathbf{q}, p, t)}{2}\left[\begin{array}{l}
+\cos (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \\
-i \sin (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p))
\end{array}\right]
\end{array}\right]
$$

Similarly, the normal mode projection for velocities is calculated as below:

$$
\xi_{v, \alpha, j}(\mathbf{q}, t)=\sum_{\mathbf{q}^{\prime}, p}\binom{\frac{w\left(\mathbf{q}^{\prime}, p\right) A\left(\mathbf{q}^{\prime}, p, t\right)\left|e_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right|}{\sqrt{N_{u}}} \times}{\left.\left(\begin{array}{c}
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{1}\right)\right)  \tag{4.35}\\
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{2}\right)\right) \\
\cdot \\
\cdot \\
\exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{N_{u}}\right)\right)
\end{array}\right)\right)^{T}\left(\begin{array}{c}
\sin \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{1}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \\
\sin \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{2}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \\
\cdot \\
\sin \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{N_{u}}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right)
\end{array}\right)}
$$

Expanding as a summation:

$$
\begin{equation*}
\xi_{v, \alpha, j}(\mathbf{q}, t)=\sum_{\mathbf{q}^{\prime}, p}\binom{\frac{w\left(\mathbf{q}^{\prime}, p\right) A\left(\mathbf{q}^{\prime}, p, t\right)\left|e_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right|}{\sqrt{N_{u}}} \times}{\sum_{j} \sin \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \exp \left(i\left(-\mathbf{q} \cdot \mathbf{r}_{j}\right)\right)} \tag{4.36}
\end{equation*}
$$

Expanding the exponential:

$$
\xi_{v, \alpha, j}(\mathbf{q}, t)=\sum_{\mathbf{q}^{\prime}, p}\binom{\frac{w\left(\mathbf{q}^{\prime}, p\right) A\left(\mathbf{q}^{\prime}, p, t\right)\left|e_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right|}{\sqrt{N_{u}}} \times}{\sum_{j}\left[\begin{array}{l}
\cos \left(-\mathbf{q} \cdot \mathbf{r}_{j}\right) \sin \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right)+  \tag{4.37}\\
i \sin \left(-\mathbf{q} \cdot \mathbf{r}_{j}\right) \sin \left(\mathbf{q}^{\prime} \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right)
\end{array}\right]}
$$

Simplifying:

$$
\xi_{v, \alpha, j}(\mathbf{q}, t)=\sum_{\mathbf{q}^{\prime}, p}\binom{\frac{w\left(\mathbf{q}^{\prime}, p\right) A\left(\mathbf{q}^{\prime}, p, t\right)\left|e_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right|}{2 \sqrt{N_{u}}} \times}{\sum_{j}\left[\begin{array}{l}
\sin \left(\left(\mathbf{q}^{\prime}-\mathbf{q}\right) \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right)  \tag{4.38}\\
+\sin \left(\left(\mathbf{q}^{\prime}+\mathbf{q}\right) \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \\
-i \cos \left(\left(\mathbf{q}^{\prime}-\mathbf{q}\right) \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right) \\
+i \cos \left(\left(\mathbf{q}^{\prime}+\mathbf{q}\right) \cdot \mathbf{r}_{j}-w\left(\mathbf{q}^{\prime}, p\right) t+\phi\left(\mathbf{q}^{\prime}, p\right)+\phi_{j, \alpha}\left(\mathbf{q}^{\prime}, p\right)\right)
\end{array}\right]}
$$

The summation over $j$ goes to zero unless $\mathbf{q}=\mathbf{q}^{\prime}$ or $\mathbf{q}=-\mathbf{q}$ ':

$$
\begin{align*}
& \xi_{v, \alpha, j}(\mathbf{q}, t)= \\
& \sum_{p}\left[\begin{array}{l}
\frac{\sqrt{N_{u}} w(\mathbf{q}, p) A(\mathbf{q}, p, t)\left|e_{j, \alpha}(\mathbf{q}, p)\right|}{2}\left[\begin{array}{l}
\sin \left(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
-i \cos \left(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right]+ \\
\frac{\sqrt{N_{u}} w(-\mathbf{q}, p) A(-\mathbf{q}, p, t)\left|e_{j, \alpha}(-\mathbf{q}, p)\right|}{2}\left[\begin{array}{l}
\sin \left(-w(-\mathbf{q}, p) t+\phi(-\mathbf{q}, p)+\phi_{j, \alpha}(-\mathbf{q}, p)\right) \\
+i \cos \left(-w(-\mathbf{q}, p) t+\phi(-\mathbf{q}, p)+\phi_{j, \alpha}(-\mathbf{q}, p)\right)
\end{array}\right]
\end{array}\right] \tag{4.39}
\end{align*}
$$

Expanding the sine and the cosine term to separate $\varphi_{j a}(\mathbf{q}, p)$ :

$$
\begin{align*}
& \xi_{v, \alpha, j}(\mathbf{q}, t)= \\
& \sum_{p}\left[\begin{array}{l}
\frac{\sqrt{N_{u}} w(\mathbf{q}, p) A(\mathbf{q}, p, t)\left|e_{j, \alpha}(\mathbf{q}, p)\right|}{2}\left[\begin{array}{l}
\sin (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \cos \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
+\cos (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \sin \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
-i \cos (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \cos \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
+i \sin (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \sin \left(\phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right]+ \\
\frac{\sqrt{\left.N_{u} w(-\mathbf{q}, p) A(-\mathbf{q}, p, t) \mid e_{j, \alpha}(\mathbf{q}, p)\right)}}{2}\left[\begin{array}{l}
\sin (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \cos \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
-\cos (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \sin \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
+i \cos (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \cos \left(\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
+i \sin (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \sin \left(\phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right]
\end{array}\right] \tag{4.40}
\end{align*}
$$

Combining the terms:

$$
\begin{align*}
& \xi_{v, \alpha, j}(\mathbf{q}, t)= \\
& \sum_{p}\left[\begin{array}{l}
\frac{\sqrt{N_{u}} w(\mathbf{q}, p) A(\mathbf{q}, p, t)\left|e_{j, \alpha}(\mathbf{q}, p)\right|}{2}\left[\begin{array}{l}
\sin (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \exp \left(i \phi_{j, \alpha}(\mathbf{q}, p)\right) \\
-i \cos (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \exp \left(i \phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right]+ \\
\frac{\sqrt{N_{u}} w(\mathbf{q}, p) A(-\mathbf{q}, p, t)\left|e_{j, \alpha}(\mathbf{q}, p)\right|}{2}\left[\begin{array}{l}
\sin (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \exp \left(i \phi_{j, \alpha}(\mathbf{q}, p)\right) \\
+i \cos (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \exp \left(i \phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right]
\end{array}\right] \tag{4.41}
\end{align*}
$$

Merging the phase and magnitude of $e_{j a}(\mathbf{q}, p)$ :

$$
\xi_{v, \alpha, j}(\mathbf{q}, t)=\sum_{p}\left[\begin{array}{l}
\frac{\sqrt{N_{u}} w(\mathbf{q}, p) A(\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p)}{2}\left[\begin{array}{l}
\sin (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \\
-i \cos (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p))
\end{array}\right]+  \tag{4.42}\\
\frac{\sqrt{N_{u}} w(\mathbf{q}, p) A(-\mathbf{q}, p, t) e_{j, \alpha}(\mathbf{q}, p)}{2}\left[\begin{array}{l}
\sin (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \\
+i \cos (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p))
\end{array}\right]
\end{array}\right]
$$

The normal mode coordinate now can be obtained by:

$$
\begin{equation*}
\chi_{v}(\mathbf{q}, p, t)=\sum_{j, \alpha} e_{j, \alpha}(-\mathbf{q}, p) \xi_{v, \alpha, j}(\mathbf{q}, t) \tag{4.43}
\end{equation*}
$$

Substituting the relation from Eqn. (4.42) into Eqn. (4.43):
$\chi_{v}(\mathbf{q}, p, t)=\sum_{j, \alpha} e_{j, \alpha}(-\mathbf{q}, p) \sum_{p^{\prime}}\left[\begin{array}{l}\binom{\frac{\sqrt{N_{u}} w\left(\mathbf{q}, p^{\prime}\right) A\left(\mathbf{q}, p^{\prime}, t\right) e_{j, \alpha}\left(\mathbf{q}, p^{\prime}\right)}{2} \times}{\left[\begin{array}{l}\sin \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(\mathbf{q}, p^{\prime}\right)\right) \\ -i \cos \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(\mathbf{q}, p^{\prime}\right)\right)\end{array}\right]}+ \\ \left(\begin{array}{l}\frac{\sqrt{N_{u}} w\left(\mathbf{q}, p^{\prime}\right) A\left(-\mathbf{q}, p^{\prime}, t\right) e_{j, \alpha}\left(\mathbf{q}, p^{\prime}\right)}{2} \times \\ {\left[\begin{array}{l}\sin \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(-\mathbf{q}, p^{\prime}\right)\right) \\ +i \cos \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(-\mathbf{q}, p^{\prime}\right)\right)\end{array}\right]}\end{array}\right]\end{array}\right]$

Simplifying:
$\chi_{v}(\mathbf{q}, p, t)=\sum_{p^{\prime}}\left[\begin{array}{l}\left(\begin{array}{l}\frac{\sqrt{N_{u}} w\left(\mathbf{q}, p^{\prime}\right) A\left(\mathbf{q}, p^{\prime}, t\right)}{2} \times \\ {\left[\begin{array}{l}\sin \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(\mathbf{q}, p^{\prime}\right)\right) \\ -i \cos \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(\mathbf{q}, p^{\prime}\right)\right)\end{array}\right]}\end{array}\right] \sum_{j, \alpha}\left(e_{j, \alpha}\left(\mathbf{q}, p^{\prime}\right)\right)^{*} . e_{j, \alpha}\left(\mathbf{q}, p^{\prime}\right)+ \\ \left(\begin{array}{l}\frac{\sqrt{N_{u}} w\left(\mathbf{q}, p^{\prime}\right) A\left(-\mathbf{q}, p^{\prime}, t\right)}{2} \times \\ {\left[\begin{array}{l}\sin \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(-\mathbf{q}, p^{\prime}\right)\right) \\ +i \cos \left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(-\mathbf{q}, p^{\prime}\right)\right)\end{array}\right]}\end{array}\right] \sum_{j, \alpha}\left(e_{j, \alpha}(\mathbf{q}, p)\right)^{*} . e_{j, \alpha}\left(\mathbf{q}, p^{\prime}\right)\end{array}\right]$

Thus the normal mode coordinate for displacement is related to the individual mode amplitude as:
$\chi_{v}(\mathbf{q}, p, t)=\left[\begin{array}{l}\left(\begin{array}{l}\frac{\sqrt{N_{u}} w(\mathbf{q}, p) A(\mathbf{q}, p, t)}{2}\left[\begin{array}{l}\sin (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)) \\ -i \cos (-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p))\end{array}\right]\end{array}\right]+ \\ \left(\frac{\sqrt{N_{u}} w(\mathbf{q}, p) A(-\mathbf{q}, p, t)}{2}\left[\begin{array}{l}\sin (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)) \\ +i \cos (-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p))\end{array}\right]\right.\end{array}\right]$

Summarizing, the normal mode coordinates are given by:
$\chi_{u}(\mathbf{q}, p, t)=\frac{\sqrt{N_{u}}}{2}\left[\begin{array}{c}A(\mathbf{q}, p, t) \exp (i(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)))+ \\ A(-\mathbf{q}, p, t) \exp (-i(-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)))\end{array}\right]=\left(\chi_{u}(-\mathbf{q}, p, t)\right)^{*}$
$\chi_{v}(\mathbf{q}, p, t)=$
$\frac{\sqrt{N_{u}} w(\mathbf{q}, p)}{2}\left[\begin{array}{l}\left(\begin{array}{l}\left.A(\mathbf{q}, p, t) \exp \left(i\left(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)-\frac{\pi}{2}\right)\right)\right)+ \\ \left(A(-\mathbf{q}, p, t) \exp \left(-i\left(-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)-\frac{\pi}{2}\right)\right)\right)\end{array}\right]=\left(\chi_{v}(-\mathbf{q}, p, t)\right)^{*} .\end{array}\right.$

Note that in the above equations, the normal mode coordinate for any wave vector contains contributions from waves moving in both positive and negative directions.

### 4.4 Correlations of the phonon space projections

As discussed in the previous subsections, the normal mode coordinates are orthogonal i.e., the cross-correlation between distinct modes is zero. The orthogonality will be verified next. Starting with the normal mode displacement correlation:

$$
\left\langle\left(\chi_{u}(\mathbf{q}, p, t)\right)^{*} \cdot \chi_{u}\left(\mathbf{q}, p^{\prime}, t\right)\right\rangle=\frac{N_{u}}{4}\left\langle\begin{array}{l}
{\left[\begin{array}{l}
A(\mathbf{q}, p, t) \exp (-i(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)))+ \\
A(-\mathbf{q}, p, t) \exp (i(-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)))
\end{array}\right]}  \tag{4.49}\\
{\left[\begin{array}{l}
A\left(\mathbf{q}, p^{\prime}, t\right) \exp \left(i\left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(\mathbf{q}, p^{\prime}\right)\right)\right)+ \\
A\left(-\mathbf{q}, p^{\prime}, t\right) \exp \left(-i\left(-w\left(\mathbf{q}, p^{\prime}\right) t+\phi\left(-\mathbf{q}, p^{\prime}\right)\right)\right)
\end{array}\right]}
\end{array}\right\rangle
$$

Dropping the time term by substituting $t=0$ :

$$
\left.\left\langle\left(\chi_{u}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{u}\left(\mathbf{q}, p^{\prime}, 0\right)\right\rangle=\frac{N_{u}}{4}\left(\begin{array}{l}
{\left[\begin{array}{l}
A(\mathbf{q}, p, 0) \exp (-i(\phi(\mathbf{q}, p)))+ \\
A(-\mathbf{q}, p, 0) \exp (i(\phi(-\mathbf{q}, p)))
\end{array}\right]}  \tag{4.50}\\
{\left[\begin{array}{l}
A\left(\mathbf{q}, p^{\prime}, 0\right) \exp \left(i\left(\phi\left(\mathbf{q}, p^{\prime}\right)\right)\right)+ \\
A\left(-\mathbf{q}, p^{\prime}, 0\right) \exp \left(-i\left(\phi\left(-\mathbf{q}, p^{\prime}\right)\right)\right)
\end{array}\right]}
\end{array}\right]\right)
$$

Expanding the product:

$$
\begin{align*}
& \left\langle\left(\chi_{u}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{u}\left(\mathbf{q}, p^{\prime}, 0\right)\right\rangle= \\
& \frac{N_{u}}{4}\left[\begin{array}{l}
\left\langle A(\mathbf{q}, p, 0) A\left(\mathbf{q}, p^{\prime}, 0\right) \exp \left(i\left(\phi\left(\mathbf{q}, p^{\prime}\right)-\phi(\mathbf{q}, p)\right)\right)\right\rangle \\
+\left\langle A(\mathbf{q}, p, 0) A\left(-\mathbf{q}, p^{\prime}, 0\right) \exp \left(-i\left(\phi\left(-\mathbf{q}, p^{\prime}\right)+\phi(\mathbf{q}, p)\right)\right)\right\rangle \\
+\left\langle A(-\mathbf{q}, p, 0) A\left(\mathbf{q}, p^{\prime}, 0\right) \exp \left(i\left(\phi\left(\mathbf{q}, p^{\prime}\right)+\phi(-\mathbf{q}, p)\right)\right)\right\rangle \\
+\left\langle A(-\mathbf{q}, p, 0) A\left(-\mathbf{q}, p^{\prime}, 0\right) \exp \left(-i\left(\phi\left(-\mathbf{q}, p^{\prime}\right)-\phi(-\mathbf{q}, p)\right)\right)\right\rangle
\end{array}\right] \tag{4.51}
\end{align*}
$$

The phase angles for positive and negative wave vectors are independent of each other. Thus the ensemble average for the exponential of the sum of these phases goes to zero:
$\left\langle\left(\chi_{u}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{u}\left(\mathbf{q}, p^{\prime}, 0\right)\right\rangle=$
$\frac{N_{u}}{4}\left[\begin{array}{l}\left\langle A(\mathbf{q}, p, 0) A\left(\mathbf{q}, p^{\prime}, 0\right) \exp \left(i\left(\phi\left(\mathbf{q}, p^{\prime}\right)-\phi(\mathbf{q}, p)\right)\right)\right\rangle \\ +\left\langle A(-\mathbf{q}, p, 0) A\left(-\mathbf{q}, p^{\prime}, 0\right) \exp \left(-i\left(\phi\left(-\mathbf{q}, p^{\prime}\right)-\phi(-\mathbf{q}, p)\right)\right)\right\rangle\end{array}\right]$

Clearly, if $p \neq p^{\prime}$, then the phase angels will not cancel, and thus the ensemble average goes to zero. Thus the correlation can be expressed as:

$$
\begin{equation*}
\left\langle\left(\chi_{u}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{u}\left(\mathbf{q}, p^{\prime}, 0\right)\right\rangle=\frac{N_{u}}{4}\left[\left\langle A(\mathbf{q}, p, 0)^{2}\right\rangle+\left\langle A(-\mathbf{q}, p, 0)^{2}\right\rangle\right] \delta_{p p^{\prime}} \tag{4.53}
\end{equation*}
$$

Similarly:

$$
\begin{equation*}
\left\langle\left(\chi_{v}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{v}\left(\mathbf{q}, p^{\prime}, 0\right)\right\rangle=\frac{w^{2}(\mathbf{q}, p) N_{u}}{4}\left[\left\langle A(\mathbf{q}, p, 0)^{2}\right\rangle+\left\langle A(-\mathbf{q}, p, 0)^{2}\right\rangle\right] \delta_{p p^{\prime}} \tag{4.54}
\end{equation*}
$$

Thus, using the eigenvectors of the dynamical matrix for $\mathbf{e}(\mathbf{q})$ does indeed diagonalize the correlation $\left\langle\xi_{u}(\mathbf{q}) \cdot\left(\xi_{u}(\mathbf{q})\right)^{\dagger}\right\rangle$. Dividing Eqn. (4.54) by Eqn. (4.53), it can now be shown that:

$$
\begin{equation*}
w^{2}(\mathbf{q}, p)=\frac{\left\langle\left(\chi_{v}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{v}(\mathbf{q}, p, 0)\right\rangle}{\left\langle\left(\chi_{u}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{u}(\mathbf{q}, p, 0)\right\rangle} \tag{4.55}
\end{equation*}
$$

Thus the square of the frequency is the ratio of the correlation for velocity projection and displacement projection in the phonon space as shown in Eqn. (4.55); this relationship provides a tractable method for computing the dispersion relation using atomistic trajectories.

In the Fourier transform method, time correlation of the velocity normal modes is used; which is defined as:

$$
\left\langle\left(\chi_{v}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{v}(\mathbf{q}, p, t)\right\rangle=\frac{N_{u}}{4}\left\langle\begin{array}{l}
{\left[\begin{array}{l}
A(\mathbf{q}, p, 0) \exp (-i(\phi(\mathbf{q}, p)))+ \\
A(-\mathbf{q}, p, 0) \exp (i(\phi(-\mathbf{q}, p)))
\end{array}\right]}  \tag{4.56}\\
{\left[\begin{array}{l}
A(\mathbf{q}, p, t) \exp (i(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)))+ \\
A(-\mathbf{q}, p, t) \exp (-i(-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)))
\end{array}\right]}
\end{array}\right\rangle
$$

The phase angle for the cross terms in the product above (i.e., terms containing both $A(\mathbf{q})$ and $A(-\mathbf{q}))$ will not cancel off, thus giving zero ensemble average. Hence:

$$
\begin{align*}
& \left\langle\left(\chi_{v}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{v}(\mathbf{q}, p, t)\right\rangle= \\
& \frac{w^{2}(\mathbf{q}, p) N_{u}}{4}\left[\begin{array}{l}
\langle A(\mathbf{q}, p, 0) A(\mathbf{q}, p, t) \exp (i(-w(\mathbf{q}, p) t))\rangle \\
+\langle A(-\mathbf{q}, p, 0) A(-\mathbf{q}, p, t) \exp (-i(-w(\mathbf{q}, p) t))\rangle
\end{array}\right] \tag{4.57}
\end{align*}
$$

The exponentials are independent of the ensemble average and only depend on time:

$$
\begin{align*}
& \left\langle\left(\chi_{v}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{v}(\mathbf{q}, p, t)\right\rangle= \\
& \frac{w^{2}(\mathbf{q}, p) N_{u}}{4}\left[\begin{array}{l}
\langle A(\mathbf{q}, p, 0) A(\mathbf{q}, p, t)\rangle \exp (i(-w(\mathbf{q}, p) t)) \\
+\langle A(-\mathbf{q}, p, 0) A(-\mathbf{q}, p, t)\rangle \exp (-i(-w(\mathbf{q}, p) t))
\end{array}\right] \tag{4.58}
\end{align*}
$$

The ensemble average for the amplitude correlations of positive and negative wave vectors is same due to symmetry:

$$
\begin{align*}
& \left\langle\left(\chi_{v}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{v}(\mathbf{q}, p, t)\right\rangle= \\
& \frac{w^{2}(\mathbf{q}, p) N_{u}}{4}\left[\begin{array}{l}
\langle A(\mathbf{q}, p, 0) A(\mathbf{q}, p, t)\rangle \exp (i(-w(\mathbf{q}, p) t)) \\
+\langle A(\mathbf{q}, p, 0) A(\mathbf{q}, p, t)\rangle \exp (-i(-w(\mathbf{q}, p) t))
\end{array}\right] \tag{4.59}
\end{align*}
$$

Simplifying:

$$
\begin{equation*}
\left\langle\left(\chi_{v}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{v}(\mathbf{q}, p, t)\right\rangle=\frac{w^{2}(\mathbf{q}, p) N_{u}}{2}\langle A(\mathbf{q}, p, 0) A(\mathbf{q}, p, t)\rangle \cos (w(\mathbf{q}, p) t) \tag{4.60}
\end{equation*}
$$

Thus the time correlation of the projection of velocities in phonon space is given by Eqn. (4.60) . Clearly, the Fourier transform of this correlation can be used to obtain the peak frequency for any wave vector (and hence, the dispersion relation).

### 4.5 Results

Based on the theoretical formulations described in the previous section, phonon dispersion relationships are calculated using two methods as shown below:

- Ratio Method:

$$
\begin{equation*}
w_{\text {Ratio }}(\mathbf{q}, p)=\sqrt{\frac{\left\langle\left(\chi_{v}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{v}(\mathbf{q}, p, 0)\right\rangle}{\left\langle\left(\chi_{u}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{u}(\mathbf{q}, p, 0)\right\rangle}} \tag{4.61}
\end{equation*}
$$

## - FFT Method:

$\chi_{v}(\mathbf{q}, p, w)=\int_{-\infty}^{\infty}\left\langle\left(\chi_{v}(\mathbf{q}, p, 0)\right)^{*} \cdot \chi_{v}(\mathbf{q}, p, t)\right\rangle \exp (-i w t) d t$
$w_{F F T}(\mathbf{q}, p)=\operatorname{peak}\left(\chi_{v}(\mathbf{q}, p, w)\right)$

The FFT method, which is well-established, will be used to assess the fidelity of the ratio method. For the FFT method, the dispersion is obtained by extracting the frequency corresponding to the peak value of the Fourier transform of the time correlation of the velocity normal mode as shown in Eqn. (4.62). Though both methods require calculation of the velocity normal mode correlations, the ratio method uses the value of the correlation only time $t=0$
while the FFT method requires the correlation over a long period of time for resolving the low frequencies from the Fourier transform. Thus the ratio method will computationally be less expensive - a definite advantage over the FFT method. It is further shown that in this section that the ratio method is also more accurate than the FFT method. Three systems that are considered for the benchmark tests are:

- Monoatomic Linear Chain
- Diatomic Linear Chain
- Graphene


### 4.5.1 Monoatomic Linear Chain

Consider a linear monoatomic chain of $N$ atoms as described in Chapter 2. The atoms interact with each other with a harmonic potential given by:
$U_{j k}^{\text {Harmonic }}(t)=\frac{1}{2} C\left(u_{j}(t)-u_{k}(t)\right)^{2}$

The spring constant is chosen to simulate the harmonic approximation of a Lennard-Jones (LJ) interaction [92]; this is done to enable comparison with the actual LJ potential (see next equation) to study effects of anharmonicity at a later stage.
$U_{j k}^{L J}(t)=4 \varepsilon\left[\left(\frac{\sigma}{u_{j}(t)-u_{k}(t)}\right)^{12}-\left(\frac{\sigma}{u_{j}(t)-u_{k}(t)}\right)^{6}\right]$

The harmonic approximation of the above LJ potential gives:

$$
\begin{equation*}
C=\frac{36 \varepsilon \sqrt[3]{4}}{\sigma^{2}} ; a=2^{\frac{1}{6}} \sigma \tag{4.66}
\end{equation*}
$$

The cutoff for the interaction is set up such that only the immediate neighbors interact. As shown previously, the theoretical expression for the dispersion relation is given by:

$$
\begin{equation*}
w_{q}=\sqrt{\frac{4 C}{m}}\left|\sin \left(\frac{q a}{2}\right)\right| \tag{4.67}
\end{equation*}
$$

where $q$ is the wave vector, $w$ is the angular frequency and $m$ is the mass of each atom. LJ parameters for Argon are used in order to convert the results into SI units [92]. It is observed that using any form of rescaling for controlling the temperature or pressure affects the equipartition of energy between the modes. Thus the system is run under a NVE ensemble for long enough time after the initial NVT equilibration to redistribute the energy between the modes, before sampling of data for computing the correlations commences.

Figure 4.1 shows the Fourier transform of the velocity normal mode coordinate as given in Eqn. (4.62), for a monoatomic chain of 100 atoms at 0.5 K . The peak frequency values form a dark red strip, which corresponds to the phonon dispersion curve. The peak values are extracted from the Fourier transform using the peak extraction algorithms in MATLAB. The dispersions using both FFT and the ratio method are shown in Figure 4.2 along with the theoretical prediction given by Eqn. (4.67). It can be seen that the dispersion obtained from both the
methods overlap with the theoretical prediction. The errors in the prediction from the two methods are shown in Figure 4.3 - clearly, the ratio method gives a much smaller error as compared to the FFT method. The overall root mean square (RMS) error due to the ratio method is about 0.0020 THz while that due to the FFT method is 0.0277 THz , almost an order of magnitude higher. Thus the ratio method is not only computationally less expensive but is also about ten times more accurate than the FFT method for the harmonic 1-D chain.

The same dispersion curve for a 1000 atom chain at 0.5 K is shown in Figure 4.4. For a larger system size, the resolution of the wave vector space gets finer. Thus the change in frequency between successive wave vectors is minuscule. The FFT method is not able to resolve this fine difference and thus produces a curve with steps rather than a smooth dispersion as shown by the ratio method. The FFT method thus needs a larger correlation time to resolve the frequencies more accurately.

Figure 4.5 shows a comparison of the dispersion for LJ potential and its harmonic approximation calculated using the ratio method. The curves overlap almost exactly for the low temperature of 0.5 K because the interaction is nearly harmonic with the LJ interaction. Figure 4.6 shows a comparison of the LJ dispersion curve at 0.5 and 5 K . While the curves overlap, there is a subtle change in the dispersion behavior near the zone boundary for the higher temperature. This reduction arises from the anharmonicity, but the effect is still quite small because of the relatively low thermal amplitudes at 5 K .


Figure 4.1: Fourier transform of the time correlation of the velocity normal coordinate as described in Eqn. (4.62). The peak frequencies give the phonon dispersion, observed as the dark red curve in the figure.


Figure 4.2: Phonon dispersion of a harmonic 1-D chain of 100 atoms at 0.5 K .


Figure 4.3: Error in the dispersion predicted by the ratio and the FFT method for a 100 atom harmonic 1-D chain at 5 K .


Figure 4.4: Phonon dispersion of a harmonic 1-D chain of 1000 atoms at 0.5 K .


Figure 4.5: Phonon dispersion curves of a 1-D chain of 100 atoms at 0.5 K with harmonic and LJ potentials.


Figure 4.6: Phonon dispersion of a 1D chain of 100 atoms with LJ interaction at 0.5 K and 5 K.

### 4.5.2 Diatomic Linear Chain



Figure 4.7: Diatomic linear chain with $2 N$ atoms.

Next, consider the diatomic chain as shown in Figure 4.7. The potential of interaction is exactly the same as in the case of the monoatomic chain; however, the masses of adjacent atoms are different. The interatomic spacings are defined as:

$$
\begin{equation*}
a=2 b \text { and } b=2^{\frac{1}{6}} \sigma \tag{4.68}
\end{equation*}
$$

The theoretical expression for the dispersion relation for the diatomic chain is given by:

$$
\begin{equation*}
w_{r}=\sqrt{\frac{\left(m_{a}+m_{b}\right) C}{m_{a} m_{b}} \pm \frac{C \sqrt{\left(m_{a}+m_{b}\right)^{2}-4 m_{a} m_{b} \sin ^{2}\left(\frac{q_{r} a}{2}\right)}}{m_{a} m_{b}}} \tag{4.69}
\end{equation*}
$$

For the diatomic chain, two phonon branches are observed in the dispersion relation. The branch with the negative sign (in Eqn. (4.69)) corresponds to adjacent atoms moving in the same phase and is called the acoustic mode, while the branch with the positive sign corresponds to the adjacent atoms moving out of phase, which is referred to as the optical mode.

The dispersion curves for a mass ratio of 1.0 and 2.0 at 0.5 K with harmonic interactions are shown in Figure 4.8 and Figure 4.9, respectively (the chain with a mass ratio of 1.0 is identical to a monoatomic chain). Also note that the value of $a$ for the diatomic case is twice that of the monoatomic case. For a mass ratio of 2.0 , the optical and the acoustic branches separate and a bandgap is created. For both the cases, the curves calculated using the ratio method and the FFT method overlap almost exactly with the theoretical prediction given by Eqn. (4.69). The root mean square error from the two methods is presented in Table 4.1. Although both methods are quite accurate, the ratio method outperforms the FFT method judging by the RMS errors.


Figure 4.8: Phonon dispersion of the diatomic chain with 100 atoms at 0.5 K with a mass ratio of 1.0 .


Figure 4.9: Phonon dispersion of the diatomic chain with 100 atoms at 0.5 K with a mass ratio of 2.0.

Table 4.1: Root mean square error in the calculation of the dispersion curves by the ratio and the FFT methods.

| Number of <br> atoms | Chain type and phonon branch |  | RMS Error (THz) |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Ratio Method | FFT Method |
| 100 | Monoatomic |  |  | 0.0020 |
| 1000 | Monoatomic |  |  | 0.0020 |
| 100 |  | Diatomic | $m_{A} / m_{B}=1.0$ | Acoustic |
|  |  | 0.0013 | 0.0279 |  |
|  |  | Diatomic | $m_{A} / m_{B}=2.0$ | Acoustic |
|  | Optical | 0.0014 | 0.0012 | 0.0249 |

### 4.5.3 Graphene

This section focuses on a two-dimensional graphene system with a realistic interatomic potential. Although the equilibrium structure of graphene is two-dimensional, the atoms are free to move in three dimensions, and thus the system is essentially three dimensional, and
each atom possesses six degrees of freedom (three each for position and momenta). The structure of graphene [93] along with the details of the unit-cell and the reciprocal lattice is shown in Figure 4.10. The graphene unit-cell consists of a two-atom basis and is shown as dashed rhombi with lattice vectors $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$. Each atom is represented as a blue circle while the origin of each unit-cell is shown as a red circle. The two lattice vectors are at an angle $120^{\circ}$ from each other, and the system is so aligned such that $\mathbf{a}_{1}$ points along the positive $x$-axis and both $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ lie along the $x y$-plane. Thus the basal plane is along the $x y$-plane.

The lattice vectors are related to the C-C bond length $a$ as given below:
$\mathbf{a}_{1}=\sqrt{3} a \hat{i}$
$\mathbf{a}_{2}=\sqrt{3} a\left[-\frac{1}{2} \hat{i}+\frac{\sqrt{3}}{2} \hat{j}\right]$
$\mathbf{a}_{3}=c \hat{k}$
$\left|\mathbf{a}_{1}\right|=\left|\mathbf{a}_{2}\right|=\sqrt{3} a$

Although the structure is two-dimensional, a third lattice vector is defined for the sake of completeness and for defining the reciprocal lattice vectors $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ (see Eqns (4.74) to (4.77) ). The magnitude of the third lattice vector is simply taken to be equal to the inter-layer separation for graphite.


Figure 4.10: Real space (top) and the reciprocal space (bottom) for graphene. For the real space, the blue circles represent atoms while the red circles represent the lattice sites. The lattice vectors are given by $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ while the C-C bond length is given by $a$. The $x$-axis is along the zigzag direction while the $y$-axis is along the armchair direction. The dashed rhombi constitute individual unit-cells with a two atom basis. For the reciprocal lattice, the green circles represent the reciprocal lattice sites. The reciprocal lattice vectors are given $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$. $\Gamma$ represents the zone center while M and K represent the high symmetry directions.

$$
\begin{align*}
& \mathbf{b}_{1}=\frac{2 \pi\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)}{\left|\mathbf{a}_{1} \cdot\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)\right|}, \mathbf{b}_{2}=\frac{2 \pi\left(\mathbf{a}_{3} \times \mathbf{a}_{1}\right)}{\left|\mathbf{a}_{1} \cdot\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)\right|}, \mathbf{b}_{3}=\frac{2 \pi\left(\mathbf{a}_{1} \times \mathbf{a}_{2}\right)}{\left|\mathbf{a}_{1} \cdot\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)\right|}  \tag{4.74}\\
& \mathbf{b}_{1}=\frac{2 \pi}{a}\left(\frac{2}{3}\right)\left[\frac{\sqrt{3}}{2} \hat{i}+\frac{1}{2} \hat{j}\right]  \tag{4.75}\\
& \mathbf{b}_{2}=\frac{2 \pi}{a}\left(\frac{2}{3}\right) \hat{j}  \tag{4.76}\\
& \left|\mathbf{b}_{1}\right|=\left|\mathbf{b}_{2}\right|=\frac{4 \pi}{3 a} \tag{4.77}
\end{align*}
$$

The reciprocal lattice vectors $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ are at an angle of $60^{\circ}$ to each other with $\mathbf{b}_{2}$ pointing along the $y$-axis in the present configuration. The reciprocal lattice points are represented by green circles, and the shaded hexagon forms the first Brillouin zone. The high symmetry points are marked as $M$ and $K$.

It should be noted that the relation between the lattice parameter and bond length given in Eqn.(4.73) is valid only at 0 K when the atoms do not move, and the structure is exactly two dimensional. At finite temperatures, the atoms start to vibrate, and the graphene sheet shrinks to accommodate for the vibrations perpendicular to the basal plane. This causes the lattice parameter for graphene to decrease with temperature initially [94].

For the present work, atomistic simulations are performed at 30 K (to compare with theoretical dispersion curves which are valid strictly at 0 K ) and 300 K (to study the behavior at room temperature) thus spanning one order of magnitude in the temperature range. The system is initially equilibrated in a NPT ensemble with zero pressure using Berendson [95] thermostat
and barostat, and then run under a NVE ensemble for long enough time to redistribute the energy between the modes. The simulation consists of 60 unit cells along both unit vectors i.e., a total of 7,200 atoms. Tersoff [96] potential with parameters optimized [97] for phonon dispersion of graphene is used for describing the interatomic interactions. Recently, Emmanuel et al. [98] have used the FFT method to study the phonon dispersion of graphene with several interatomic potentials and have reported the Tersoff potential with the optimized parameters (used in the present work) to be the most suitable and accurate. A similar observation has also been made by Zou et al. [24] using both the SED method [61] and the Green's function approach by Kong [86]. The dispersion is calculated only along the high symmetry directions with $\Gamma-\mathrm{M}$ branch pointing along the $y$-axis and the $\Gamma-\mathrm{K}$ branch pointing along the $x$-axis. Periodic boundary conditions are used along the lattice vector directions but not along the $x$ and $y$ directions.

The dispersion curves computed using the FFT method and the ratio method at 30 K are shown in Figure 4.11 and Figure 4.12, respectively. The Longitudinal Acoustic (LA) branch is shown in black, Transverse Acoustic (TA) branch in red, Flexural Acoustic (ZA) branch in blue, Longitudinal Optical (LO) branch in green, Transverse Optical (TO) branch in brown and the Flexural Optical (ZO) branch in magenta. Lindsay and Broido [97] has theoretically calculated the dispersion curves for the optimized Tersoff parameters; the reference data extracted from their work has been added as black dots in the dispersion curves. Both the ratio method and the FFT method depict a good match to the reference data, but the ratio method appears to be more accurate visually, especially for the LO and TO branches. The dispersion computed by
the two methods is compared in Figure 4.13; all the branches overlap apart from the TO and LO branch; clearly, the FFT method overestimates these branches. Quantitatively, the root mean square error in the dispersion computed using the two methods as compared to the reference data is given in Table 4.2. The Ratio method outperforms the FFT method for all the branches, with the difference in the error for LO and TO branches being the most prominent. However, the difference in the error magnitudes for graphene is not as huge as it is for the linear chain. It should be noted that for graphene, an exact expression for the dispersion relation is not available.


Figure 4.11: Dispersion curve for graphene along high symmetry directions computed using the FFT of velocity normal mode correlation in time. The color coding is as follows; Longitudinal Acoustic (LA) branch: black, Transverse Acoustic (TA) branch: red, Flexural Acoustic (ZA) branch: blue, Longitudinal Optical (LO) branch: green, Transverse Optical (TO) branch: brown and Flexural Optical (ZO) branch: magenta. The reference data from Lindsay and Broido [97] with Tersoff potential used in the present study is shown as black circles.


Figure 4.12: Dispersion curve for graphene along high symmetry directions computed using the ratio of conjugate variables in phonon space. The color coding is as follows; Longitudinal Acoustic (LA) branch: black, Transverse Acoustic (TA) branch: red, Flexural Acoustic (ZA) branch: blue, Longitudinal Optical (LO) branch: green, Transverse Optical (TO) branch: brown and Flexural Optical (ZO) branch: magenta. The reference data from Lindsay and Broido [97] with Tersoff potential used in the present study is shown as black circles.


Figure 4.13: Comparison of the dispersion curve for graphene along high symmetry directions computed using the FFT of velocity normal mode correlation in time (black) and computed using the ratio of conjugate variables in phonon space (red).

Table 4.2: The root mean square error in the computation of the dispersion relation using the ratio and the FFT method for each phonon branch of graphene.

| Wave Vector <br> Direction | Branch | RMS Error (THz) |  |
| :---: | :---: | :---: | :---: |
|  |  | Ratio Method | FFT Method |
|  | LA | 2.9481 | 4.4833 |
|  | TA | 3.9885 | 4.5790 |
|  | ZA | 2.2801 | 2.2940 |
|  | LO | 2.8518 | 5.1305 |
|  | TO | 1.4168 | 5.6841 |
|  | ZO | 2.2299 | 3.7898 |
| Г-K | LA | 1.9294 | 3.4513 |
|  | TA | 1.9817 | 2.6383 |
|  | ZA | 1.1602 | 1.3854 |
|  | LO | 3.5168 | 6.1068 |
|  | TO | 1.9112 | 6.5438 |
|  | ZO | 3.5476 | 4.4409 |

Figure 4.14 and Figure 4.15 show the comparison of the dispersion curves at 30 K and 300 K using the FFT method and the ratio method, respectively. A small dip in the LO and TO branches with increasing temperature has been reported before [98]. It is interesting to note that the ratio method is able to capture this small dip more prominently than with the FFT approach.


Figure 4.14: Comparison of the dispersion curve for graphene along high symmetry directions computed using the FFT of velocity normal mode correlation at 30 K (black) and 300 K (red).


Figure 4.15: Comparison of the dispersion curve for graphene along high symmetry directions computed using the ratio of conjugate variables in phonon space at 30 K (black) and 300 K (red).

### 4.6 Conclusion

Expressions for the phonon space projections in terms of the amplitudes of the real cosine solution is presented this chapter. These expressions are used to obtain an analytical form for the time correlation functions of the phonon space projections. The ratio of the time correlation functions of the phonon space projections for velocity to that of displacement is shown to be equal to the square of the mode frequency - a result that is also previously known. Atomistic simulations are then performed to obtain the phonon dispersion curves using this expression (referred to as the ratio method) for three benchmark cases: a linear monoatomic chain, a linear diatomic chain, and graphene. For all the three cases, the ratio method is observed to be demonstrably superior in computational speed relative to the popular Fourier transform method; it also outperforms in accuracy by a fair margin.

## Chapter 5: MATHEMATICAL AND PHYSICAL CONSISTENCY FOR HEAT CARRIER MODES

### 5.1 Introduction

A promising and efficient technique for obtaining the phonon dispersion relationship using atomistic trajectories is described in the previous chapter. Once the dispersion relationship is known, further analysis can be conducted to investigate the interaction between the phonon modes that underpin the thermodynamic and thermo-mechanical properties. It is briefly described in Chapter 2 that the anharmonicity of the interacting potential is responsible for the phonon-phonon interactions; for example, the cubic term in the potential leads to three-phonon interactions, quartic term leads to four-phonon interactions and so forth. In the quantum picture, these interactions are called phonon-phonon scattering. Three-phonon scattering involving three-phonon modes is usually the most dominant. Thus, a traveling phonon carrying energy can scatter into different phonon modes, which causes resistance to the flow of energy, which is known as thermal resistance. Thus, a knowledge of the phonon scattering processes and the lifetimes of the phonon modes are essential for understanding the thermal conduction behavior of a crystalline system.

In their seminal work, Ladd and Moran [55] developed a methodology to estimate phonon relaxation times using the decay of the energy associated with individual phonon modes (since the mode energy is proportional to the phonon population). McGaughey and Kaviany [59, 60]
modified this approach and used a two-step decay model for the heat flux autocorrelation function (HACF) [53,54] to separate the thermal conductivity contributions from the shortrange and long-range phonons; this method was extended by Alexander et al. [99] for decomposing the phonon thermal conductivity of a monoatomic lattice. In recent years, a similar approach has been reported in several investigations [44, 56, 62, 100].

In the work of Zushi et al. [36] phonon lifetimes were computed directly from the decay of the phonon normal mode coordinates; however, this appears to be incorrect because the phonon population is proportional to the square of the magnitude of the correlation. An alternate method was proposed by Thomas and McGaughey et al. [61] using the spectral energy density (SED) - this approach has since been employed in other investigations [101, 102]. Volz et al. [4, 103-105] developed a method for obtaining the spectral heat current from non-equilibrium systems and used it to obtain spectral thermal conductivity across interfaces using nonequilibrium atomistic simulations. . A review of the different methods employed for spectral decomposition of thermal conductivity can be found in the review article by Feng and Ruan [106].

Gill and Lewis [20, 57, 58] recently developed an approach starting from statistical mechanics first principles, namely, the Green-Kubo formalism [53,54] involving time correlations of the heat currents, to separate the contributions from the positive and the negative phonon modes. Critically, this approach relies on defining an imaginary heat current due to each phonon mode, with only the sum of the contributions from the positive and negative modes being real and physically meaningful. More importantly, this work does not crucially identify the mechanistic
basis of heat flow i.e., the modal heat flow arises from the difference between the phonon modes traveling along the positive and negative wave vectors.

The work presented in this chapter employs the mathematically consistent real cosine solution described in Chapter 3 to obtain the phonon population associated with individual modes. The phonon population is then used to obtain the individual mode heat currents - an important step that has been missing in prior investigations. While the expression for the total heat current due to the sum of the contributions from the positive and negative modes derived in the present approach agrees with that proposed by Gill and Lewis [20, 57, 58], the current approach provides an important expression for the individual amplitudes of the waves traveling along $\mathbf{q}$ and $-\mathbf{q}$ directions that is critically needed to define a real heat current. Thus, the current work identifies that the heat current in the phonon normal mode formalism is mathematically and physically real and not an imaginary quantity which cannot be observed [20, 57, 58]. Three significant findings from this study are: (i) the phonon lifetimes from energy correlations are significantly lower than those estimated using the existing approaches, and (ii) phonon-phonon cross-correlations can play a dominant role in thermal transport process, especially for lowdimension systems, (iii) thermal conductivity can be partitioned among two phonon modes self and cross; while the phonon contributions from self and cross terms have been reported before [58], a correction term arising from the difference in the heat fluxes moving in $+\mathbf{q}$ and $-\mathbf{q}$ directions is a new finding from this dissertation.

### 5.2 Theoretical formulation

### 5.2.1 Extracting individual mode amplitudes

Recalling from the previous chapters, the net displacement, and velocity due the individual modes from the general solution is given by:

$$
\begin{align*}
& \mathbf{u}_{\alpha, j}(t)=\sum_{\mathbf{q}, p} \mathbf{u}_{\alpha, j}(\mathbf{q}, p, t)= \\
& \left.\sum_{\mathbf{q}, p} \frac{1}{\sqrt{m_{j}}} A(q, p, t) \right\rvert\, e_{j, \alpha}(\mathbf{q}, p)
\end{align*}\left(\begin{array}{c}
\cos \left(\mathbf{q} \cdot \mathbf{r}_{1}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)  \tag{5.1}\\
\cos \left(\mathbf{q} \cdot \mathbf{r}_{2}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
\cdot \\
\cdot \\
\cos \left(\mathbf{q} \mathbf{r}_{N_{u}}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right) .
$$

$\mathbf{v}_{\alpha, j}(t)=\sum_{\mathbf{q}, p} \mathbf{v}_{\alpha, j}(\mathbf{q}, p, t)=$

$$
\left.\left.\sum_{\mathbf{q}, p} \frac{1}{\sqrt{m_{j}}} w(\mathbf{q}, p) A(q, p, t) \right\rvert\, e_{j, \alpha}(\mathbf{q}, p)\right)\left(\begin{array}{c}
\sin \left(\mathbf{q} \cdot \mathbf{r}_{1}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)  \tag{5.2}\\
\sin \left(\mathbf{q} \cdot \mathbf{r}_{2}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right) \\
\cdot \\
\cdot \\
\sin \left(\mathbf{q} \cdot \mathbf{r}_{N_{u}}-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)+\phi_{j, \alpha}(\mathbf{q}, p)\right)
\end{array}\right)
$$

The corresponding normal mode coordinates are given by:
$\chi_{u}(\mathbf{q}, p, t)=\frac{\sqrt{N_{u}}}{2}\left[\begin{array}{c}A(\mathbf{q}, p, t) \exp (i(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)))+ \\ A(-\mathbf{q}, p, t) \exp (-i(-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)))\end{array}\right]=\left(\chi_{u}(-\mathbf{q}, p, t)\right)^{*}$
$\chi_{v}(\mathbf{q}, p, t)=$
$\frac{\sqrt{N_{u}} w(\mathbf{q}, p)}{2}\left[\begin{array}{l}\left(\begin{array}{l}\left.A(\mathbf{q}, p, t) \exp \left(i\left(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)-\frac{\pi}{2}\right)\right)\right)+ \\ \left(A(-\mathbf{q}, p, t) \exp \left(-i\left(-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p)-\frac{\pi}{2}\right)\right)\right)\end{array}\right]=\left(\chi_{v}(-\mathbf{q}, p, t)\right)^{*} .\end{array}\right.$

Eqns. (5.3) and (5.4) can be simplified to obtain the individual normal mode amplitudes as:

$$
\begin{align*}
& A(\mathbf{q}, p, t)=\frac{1}{\sqrt{N_{u}}}\left(\chi_{u}(\mathbf{q}, p, t)+\frac{i}{w(\mathbf{q}, p)} \chi_{v}(\mathbf{q}, p, t)\right) \exp (-i(-w(\mathbf{q}, p) t+\phi(\mathbf{q}, p)))  \tag{5.5}\\
& A(-\mathbf{q}, p, t)=\frac{1}{\sqrt{N_{u}}}\left(\chi_{u}(\mathbf{q}, p, t)-\frac{i}{w(\mathbf{q}, p)} \chi_{v}(\mathbf{q}, p, t)\right) \exp (i(-w(\mathbf{q}, p) t+\phi(-\mathbf{q}, p))) \tag{5.6}
\end{align*}
$$

Eliminating the unknown phase angles $\varphi(\mathbf{q}, p)$ and $\varphi(-\mathbf{q}, p)$ to obtain the square of the amplitudes:
$A^{2}(\mathbf{q}, p, t)=\frac{1}{N_{u}}\left[\begin{array}{l}\left(\chi_{u}(\mathbf{q}, p, t)+\frac{i}{w(\mathbf{q}, p)} \chi_{v}(\mathbf{q}, p, t)\right) \times \\ \left(\left(\chi_{u}(\mathbf{q}, p, t)\right)^{*}-\frac{i}{w(\mathbf{q}, p)}\left(\chi_{v}(\mathbf{q}, p, t)\right)^{*}\right)\end{array}\right]$
$\left.A^{2}(-\mathbf{q}, p, t)=\frac{1}{N_{u}}\left[\begin{array}{l}\left(\chi_{u}(\mathbf{q}, p, t)-\frac{i}{w(\mathbf{q}, p)} \chi_{v}(\mathbf{q}, p, t)\right) \times \\ \left(\left(\chi_{u}(\mathbf{q}, p, t)\right)^{*}+\frac{i}{w(\mathbf{q}, p)}\left(\chi_{v}(\mathbf{q}, p, t)\right)^{*}\right.\end{array}\right]\right]$

Thus the individual mode amplitudes can be extracted from the normal mode coordinates for displacements and velocities. The next section will connect the individual modes amplitudes to the mode population and energy.

### 5.2.2 Individual mode population and energy

The total energy of the system can be described in terms of normal mode coordinates as given below in Eqn. (5.9). A proof for this relationship can be found elsewhere [73].
$E(t)=\sum_{\mathbf{q}, p} \frac{1}{2}\left[w^{2}(\mathbf{q}, p) \chi_{u}(\mathbf{q}, p, t) \chi_{u}{ }^{*}(\mathbf{q}, p, t)+\chi_{v}(\mathbf{q}, p, t) \chi_{v}{ }^{*}(\mathbf{q}, p, t)\right]$

Based on the above relation, one approach is to define the energy associated with each individual mode as [56]:

$$
\begin{equation*}
E_{\text {old }}(\mathbf{q}, p, t)=\frac{1}{2}\left[w^{2}(\mathbf{q}, p) \chi_{u}(\mathbf{q}, p, t) \chi_{u}{ }^{*}(\mathbf{q}, p, t)+\chi_{v}(\mathbf{q}, p, t) \chi_{v}^{*}(\mathbf{q}, p, t)\right] \tag{5.10}
\end{equation*}
$$

The above relation implies that the energy associated with positive and negative wave vectors is the same, which is physically inconsistent. The total energy associated with an individual mode for a monoatomic linear chain was shown to be given by:

$$
\begin{equation*}
E(q, t)=\frac{N}{2} w^{2}(q) A^{2}(q) \tag{5.11}
\end{equation*}
$$

A detailed derivation of the above relation is given in Appendix A. Generalizing the above relation for a three-dimensional lattice (the subscript ' $p w$ ' denotes present work)

$$
\begin{equation*}
E_{p w}(\mathbf{q}, p, t)=\frac{N_{u}}{2} w^{2}(\mathbf{q}, p) A^{2}(\mathbf{q}, p, t) \tag{5.12}
\end{equation*}
$$

On substituting the expressions for the normal mode coordinates in terms of the individual mode amplitudes (Eqns. (5.3) and (5.4)) into Eqn. (5.10), it can be shown that:

$$
\begin{equation*}
E_{\text {old }}(\mathbf{q}, p, t)=\frac{N_{u} w^{2}(\mathbf{q}, p)}{4}\left(A^{2}(\mathbf{q}, p, t)+A^{2}(-\mathbf{q}, p, t)\right) \tag{5.13}
\end{equation*}
$$

This leads to the following expression:

$$
\begin{equation*}
E_{o l d}(\mathbf{q}, p, t)=\frac{1}{2}\left[E_{p w}(\mathbf{q}, p, t)+E_{p w}(-\mathbf{q}, p, t)\right] \tag{5.14}
\end{equation*}
$$

Thus the existing expression for energy (denoted with the subscript old) associated with a mode is actually the average of the contributions from the positive and negative wave vectors. It may be noted here that the sum of the energy due to all modes i.e., is the total system energy is same from both the existing approach and the present work.

$$
\begin{equation*}
E(t)=\sum_{\mathbf{q}, p} E_{o l d}(\mathbf{q}, p, t)=\sum_{\mathbf{q}, p} E_{p w}(\mathbf{q}, p, t) \tag{5.15}
\end{equation*}
$$

Phonon population from both the approaches can now be obtained from the associated mode energy. They are given as:

$$
\begin{align*}
& n_{p w}(\mathbf{q}, p) \approx \frac{N_{u}}{2 \hbar} w(\mathbf{q}, p) A^{2}(\mathbf{q}, p, t)  \tag{5.16}\\
& n_{\text {old }}(\mathbf{q}, p) \approx \frac{N_{u}}{4 \hbar} w(\mathbf{q}, p)\left[A^{2}(\mathbf{q}, p, t)+A^{2}(-\mathbf{q}, p, t)\right]  \tag{5.17}\\
& n_{\text {old }}(\mathbf{q}, p)=\frac{n_{p w}(\mathbf{q}, p)+n_{p w}(-\mathbf{q}, p)}{2} \tag{5.18}
\end{align*}
$$

Thus the existing expression for phonon population is simply the arithmetic average of the left and right moving phonon population. Unlike in the present $(p w)$ approach, there is no mechanism to extract the difference between the phonon populations within the existing (old) framework. And finally, the energy quantization can be written as:

$$
\begin{equation*}
E_{p w}(\mathbf{q}, p, t)=\left(n_{p w}(\mathbf{q}, p)+\frac{1}{2}\right) \hbar w(\mathbf{q}, p) \tag{5.19}
\end{equation*}
$$

### 5.2.3 Heat current and conductivity

As discussed in Chapter 2, the heat current is related the phonon population as:
$\mathbf{J}(\mathbf{q}, p, t)=\frac{1}{V} n_{\mathbf{q}, p}(t) \hbar w(\mathbf{q}, p) \mathbf{v}_{g}(\mathbf{q}, p)$

Substituting the expression for phonon population from Eqn. (5.16) into Eqn. (5.20) gives the modal heat current; it is expressed as:
$\mathbf{J}(\mathbf{q}, p, t)=\frac{N_{u}}{2 V} w^{2}(\mathbf{q}, p) A^{2}(\mathbf{q}, p, t) \mathbf{v}_{g}(\mathbf{q}, p)$

Note that the exact expression for heat current from individual modes for a monoatomic linear chain that is presented in Chapter 3 has the form given in Eqn. (5.21). The total heat current of the system is given by:

$$
\begin{equation*}
\mathbf{J}(t)=\sum_{\mathbf{q}, p} \mathbf{J}(\mathbf{q}, p, t)=\sum_{\mathbf{q}, p} \frac{N_{u}}{2 V} w^{2}(\mathbf{q}, p) A^{2}(\mathbf{q}, p, t) \mathbf{v}_{g}(\mathbf{q}, p) \tag{5.22}
\end{equation*}
$$

Combining the terms from positive and negative wave vectors, the total heat current due to the net contributions from the positive and negative modes can be expressed as:

$$
\begin{equation*}
\mathbf{J}(t)=\sum_{\mathbf{q}^{+}, p} \frac{N_{u}}{2 V} w^{2}(\mathbf{q}, p)\left[A^{2}(\mathbf{q}, p, t)-A^{2}(-\mathbf{q}, p, t)\right] \mathbf{v}_{g}(\mathbf{q}, p) \tag{5.23}
\end{equation*}
$$

Note that the net heat current is expressed as the difference between contributions from the left and right moving phonon modes. In a previous work, Gill and Lewis [20] have defined an imaginary (non-oscillating) modal component of the heat current; it is given by:

$$
\begin{equation*}
\mathbf{J}_{G L}(\mathbf{q}, p, t)=\frac{i}{V} w(\mathbf{q}, p) \chi_{v}(\mathbf{q}, p, t) \chi_{u}^{*}(\mathbf{q}, p, t) \mathbf{v}_{g}(\mathbf{q}, p) \tag{5.24}
\end{equation*}
$$

The total heat current from Gill and Lewis is then given by:

$$
\begin{equation*}
\mathbf{J}_{G L}(t)=\sum_{\mathbf{q}, p} \mathbf{J}_{G L}(\mathbf{q}, p, t)=\sum_{\mathbf{q}, p} \frac{i}{V} w(\mathbf{q}, p) \chi_{v}(\mathbf{q}, p, t) \chi_{u}^{*}(\mathbf{q}, p, t) \mathbf{v}_{g}(\mathbf{q}, p) \tag{5.25}
\end{equation*}
$$

Combining the positive and negative wave vectors, the total heat current due to the net contribution from the positive and negative modes can be expressed as:

$$
\begin{equation*}
\mathbf{J}_{G L}(t)=\sum_{\mathbf{q}^{+}, p} \frac{i}{V} w(\mathbf{q}, p)\left[\chi_{v}(\mathbf{q}, p, t) \chi_{u}(-\mathbf{q}, p, t)-\chi_{v}(-\mathbf{q}, p, t) \chi_{u}(\mathbf{q}, p, t)\right] \mathbf{v}_{g}(\mathbf{q}, p) \tag{5.26}
\end{equation*}
$$

Substituting the expression for normal mode coordinate from Eqns. (5.3) and (5.4) into Eqn. (5.26) gives the following expression:

$$
\begin{equation*}
\mathbf{J}_{G L}(t)=\sum_{\mathbf{q}^{+}, p} \frac{N_{u}}{2 V} w^{2}(\mathbf{q}, p)\left[A^{2}(\mathbf{q}, p, t)-A^{2}(-\mathbf{q}, p, t)\right] \mathbf{v}_{g}(\mathbf{q}, p) \tag{5.27}
\end{equation*}
$$

Thus the modal heat current expression defined by Gill and Lewis is complex and does not a hold a real physical meaning, whereas, the modal heat current defined in the present work (Eqn. (5.21)) is real and physically consistent. Note that the sum of current due to the positive and negative modes from the current work and Gill and Lewis are mathematically equivalent.

Coming back to the total heat current given in Eqn. (5.23), this expression can be written in terms of modal energy as:

$$
\begin{equation*}
\mathbf{J}(t)=\sum_{\mathbf{q}^{+}, p}[E(\mathbf{q}, p, t)-E(-\mathbf{q}, p, t)] \mathbf{v}_{g}(\mathbf{q}, p) \tag{5.28}
\end{equation*}
$$

Define the difference in energy between positive and negative modes as:

$$
\begin{equation*}
E_{D i f f}(\mathbf{q}, p, t)=E(\mathbf{q}, p, t)-E(-\mathbf{q}, p, t)=\delta E(\mathbf{q}, p, t)-\delta E(-\mathbf{q}, p, t) \tag{5.29}
\end{equation*}
$$

Thus the total heat current depends on the difference in the energy content between the positive and the negative mode:

$$
\begin{equation*}
\mathbf{J}(t)=\sum_{\mathbf{q}^{+}, p} E_{D i f f}(\mathbf{q}, p, t) \mathbf{v}_{g}(\mathbf{q}, p) \tag{5.30}
\end{equation*}
$$

The conductivity is related to the heat current correlation as [53,54]:

$$
\begin{equation*}
\kappa_{\alpha \beta}^{G K}=\frac{V}{k_{B} T^{2}} \lim _{t \rightarrow \infty} \int_{0}^{t}\left\langle J_{\alpha}(0) J_{\beta}(t)\right\rangle d t \tag{5.31}
\end{equation*}
$$

Substituting the expression for heat current from Eqn. (5.30) to Eqn. (5.31) results in:

$$
\begin{equation*}
\kappa_{\alpha \beta}^{G K}=\frac{1}{V k_{B} T^{2}} \sum_{\mathbf{q}^{+}, p} \sum_{\mathbf{q}^{+}, p^{\prime}}\left[v_{g, \alpha}(\mathbf{q}, p) v_{g, \alpha}\left(\mathbf{q}^{\prime}, p^{\prime}\right) \int_{0}^{t}\left\langle E_{D i f f}(\mathbf{q}, p, 0) E_{D i f f}\left(\mathbf{q}^{\prime}, p^{\prime}, t\right)\right\rangle d t\right] \tag{5.32}
\end{equation*}
$$

Thus, the conductivity depends on the correlation of the difference in energy content between positive and negative modes. Substituting back the expression for $E_{D i f f}(\mathbf{q}, p, t)$ in terms of excess energy $\delta E(\mathbf{q}, p, t)$ :

$$
\kappa_{\alpha \beta}^{G K}=\frac{1}{V k_{B} T^{2}} \sum_{\mathbf{q}^{+}, p} \sum_{\mathbf{q}^{+}, p^{\prime}}\left[\begin{array}{l}
v_{g, \alpha}(\mathbf{q}, p) v_{g, \alpha}\left(\mathbf{q}^{\prime}, p^{\prime}\right)  \tag{5.33}\\
\left.\int_{0}^{t}\langle[\delta E(\mathbf{q}, p, 0)-\delta E(-\mathbf{q}, p, 0)][\delta E(\mathbf{q}, p, t)-\delta E(-\mathbf{q}, p, t)]\rangle d t\right]
\end{array}\right]
$$

Simplifying:

$$
\kappa_{\alpha \beta}^{G K}=\frac{2}{V k_{B} T^{2}} \sum_{\mathbf{q}^{+}, p} \sum_{\mathbf{q}^{+}, p^{\prime}}\left[\begin{array}{l}
v_{g, \alpha}(\mathbf{q}, p) v_{g, \alpha}\left(\mathbf{q}^{\prime}, p^{\prime}\right)  \tag{5.34}\\
\left.\int_{0}^{t}\left[\left\langle\delta E(\mathbf{q}, p, 0) \delta E\left(\mathbf{q}^{\prime}, p, t\right)\right\rangle-\left\langle\delta E(\mathbf{q}, p, 0) \delta E\left(-\mathbf{q}^{\prime}, p, t\right)\right\rangle\right] d t\right]
\end{array}\right]
$$

Thus it can be shown that the total thermal conductivity is composed of two major contributions - self and cross:
$\kappa_{\alpha \beta}^{G K}=\kappa_{\alpha \beta}^{G K, \text { Self }}+\kappa_{\alpha \beta}^{G K, \text { Cross }}$
where:

$$
\kappa_{\alpha \beta}^{G K, S e l f}=\frac{2}{V k_{B} T^{2}} \sum_{\mathbf{q}^{+}, p}\left[\begin{array}{l}
v_{g, \alpha}(\mathbf{q}, p) v_{g, \beta}(\mathbf{q}, p)  \tag{5.36}\\
\left.\int_{0}^{t}[\langle\delta E(\mathbf{q}, p, 0) \delta E(\mathbf{q}, p, t)\rangle-\langle\delta E(\mathbf{q}, p, 0) \delta E(-\mathbf{q}, p, t)\rangle] d t\right]
\end{array}\right]
$$

$$
\begin{align*}
& \kappa_{\alpha \beta}^{G K, \text { Cross }}= \\
& \frac{2}{V k_{B} T^{2}} \sum_{\left(\mathbf{q}^{+}, p\right) \neq\left(\mathbf{q}^{+}, p^{\prime}\right)}\left[\begin{array}{l}
v_{g, \alpha}(\mathbf{q}, p) v_{g, \beta}\left(\mathbf{q}^{\prime}, p^{\prime}\right) \\
\left.\int_{0}^{t}\left[\left\langle\delta E(\mathbf{q}, p, 0) \delta E\left(\mathbf{q}^{\prime}, p, t\right)\right\rangle-\left\langle\delta E(\mathbf{q}, p, 0) \delta E\left(-\mathbf{q}^{\prime}, p, t\right)\right\rangle\right] d t\right]
\end{array}\right. \tag{5.37}
\end{align*}
$$

If the cross correlations between modes is assumed to be zero, then the net conductivity can be approximated as:
$\kappa_{\alpha \beta}^{G K}=\frac{1}{V} \sum_{\mathbf{q}, p}\left[\begin{array}{l}\frac{\left\langle\delta E^{2}(\mathbf{q}, p)\right\rangle}{k_{B} T^{2}} v_{g, \alpha}(\mathbf{q}, p) v_{g, \beta}(\mathbf{q}, p) \\ \int_{0}^{t}\left[\frac{\langle\delta E(\mathbf{q}, p, 0) \delta E(\mathbf{q}, p, t)\rangle}{\left\langle\delta E^{2}(\mathbf{q}, p)\right\rangle}\right] d t\end{array}\right]$

The specific heat of a normal mode is related to the energy fluctuations as:

$$
\begin{equation*}
C_{v}(\mathbf{q}, p)=\frac{\left\langle\delta E^{2}(\mathbf{q}, p)\right\rangle}{k_{B} T^{2}} \tag{5.39}
\end{equation*}
$$

Since it is customary to define the phonon mode lifetime as [56]:
$\tau(\mathbf{q}, p)=\int_{0}^{t}\left[\frac{\langle\delta E(\mathbf{q}, p, 0) \delta E(\mathbf{q}, p, t)\rangle}{\left\langle\delta E^{2}(\mathbf{q}, p)\right\rangle}\right] d t$

The thermal conductivity can be expressed in the familiar form as:

$$
\begin{equation*}
\kappa_{\alpha \beta}^{G K}=\frac{1}{V} \sum_{\mathbf{q}, p} C_{v}(\mathbf{q}, p) v_{g, \alpha}(\mathbf{q}, p) v_{g, \beta}(\mathbf{q}, p) \tau(\mathbf{q}, p) \tag{5.41}
\end{equation*}
$$

The above expression is identical to the expression obtained from BTE with the single mode relaxation time (SMRT) approximation. However, this expression is only an approximation because it neglects the cross term from the conductivity given in Eqn. (5.37). Gill and Lewis $[20,57,58]$ have demonstrated that the cross term can make a significant contribution to the thermal conductivity, in particular for low dimensional systems.

Interestingly, the self-term defined in Eqn. (5.41), neglects the correlation $\langle\delta E(\mathbf{q}, p, 0) \delta E(-\mathbf{q}, p, t)\rangle$ from Eqn. (5.36),. Thus the self-term can be further split as a difference between the BTE term and a correction due to the correlation between the positive and negative modes at finite time. Thus the self-term can be rewritten as:

$$
\begin{align*}
& \kappa_{\alpha \beta}^{G K, \text { Self }}=\kappa_{\alpha \beta}^{G K, B T E}-\kappa_{\alpha \beta}^{G K, \text { correction }}  \tag{5.42}\\
& \kappa_{\alpha \beta}^{G K, B T E}=\frac{1}{V} \sum_{\mathbf{q}, p} C_{v}(\mathbf{q}, p) v_{g, \alpha}(\mathbf{q}, p) v_{g, \beta}(\mathbf{q}, p) \tau(\mathbf{q}, p)  \tag{5.43}\\
& \kappa_{\alpha \beta}^{G K, \text { correction }}=\frac{2}{V k_{B} T^{2}} \sum_{\mathbf{q}^{+}, p}\left[v_{g, \alpha}(\mathbf{q}, p) v_{g, \beta}(\mathbf{q}, p) \int_{0}^{t}[\langle\delta E(\mathbf{q}, p, 0) \delta E(-\mathbf{q}, p, t)\rangle] d t\right] \tag{5.44}
\end{align*}
$$

Now the components of thermal conductivity can be written as:

$$
\begin{equation*}
\kappa_{\alpha \beta}^{G K}=\kappa_{\alpha \beta}^{G K, \text { Self }}+\kappa_{\alpha \beta}^{G K, \text { Cross }}=\kappa_{\alpha \beta}^{G K, B T E}-\kappa_{\alpha \beta}^{G K, \text { correction }}+\kappa_{\alpha \beta}^{G K, \text { Cross }} \tag{5.45}
\end{equation*}
$$

### 5.3 Results

Atomistic simulations are performed on graphene using the same system configuration and equilibration procedure that was described in Section 4.5 .3 before. The simulation consists of 60 unit cells along both unit vectors contributing to a total of 7200 atoms. The heat current for the thermal conductivity calculation using the GK analysis is described by Eqn. (5.46) - a detailed proof for the equation can be found in Appendix B.

$$
\begin{equation*}
\mathbf{J}=\sum_{i=1}^{N} \varepsilon_{i} \mathbf{v}_{i}+\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N}\left[\frac{\mathbf{r}_{i j}}{2}\left[\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot \mathbf{v}_{i}\right]+\sum_{k=1 ; k \neq i, j}^{N}\left\{\frac{\mathbf{r}_{i k}}{2}\left[\mathbf{F}_{i j}^{i k} \cdot \mathbf{v}_{i}\right]+\frac{\mathbf{r}_{i j}+\mathbf{r}_{i k}}{2}\left[\mathbf{F}_{i j}^{j k} \cdot \mathbf{v}_{i}\right]\right\}\right] \tag{5.46}
\end{equation*}
$$

### 5.3.1 Modal Energy distribution

Figure 5.1 shows the distribution of the energy associated with the individual LA phonon modes in graphene with wave vectors along the $\Gamma-\mathrm{M}$ branch; as evident the distribution shows an exponential behavior. The slope of the linear region of the individual curves is shown in Figure 5.2. Clearly, the slope for all phonon modes is close to -1.0; similar results are observed for all phonon branches for both $\Gamma-\mathrm{M}$ and $\Gamma-\mathrm{K}$ directions, and at both 30 K and 300 K . Thus the probability that a mode with wave vector $\mathbf{q}$ and branch $p$ contains energy $E$ is proportional to exponential of $-E / k_{B} T$, which is exactly equal to the classical prediction for the probability of finding a system in a state with energy $E$ in the canonical ensemble (see Eqn. (5.47) below).

$$
\begin{equation*}
P_{\mathbf{q}, p}(E)=\frac{\exp \left(-\frac{E}{k_{B} T}\right)}{\int_{0}^{\infty} \exp \left(-\frac{E}{k_{B} T}\right) d E} \tag{5.47}
\end{equation*}
$$

The simulations thus demonstrate that equipartition of energy holds good for each phonon mode. The expectation value of the energy associated with a mode, as given by Eqn. (5.48), is simply $k_{B} T$.
$\langle E(\mathbf{q}, p)\rangle=\int_{0}^{\infty} E \times P_{\mathbf{q}, p}(E) d E=\frac{\int_{0}^{\infty} E \exp \left(-\frac{E}{k_{B} T}\right) d E}{\int_{0}^{\infty} \exp \left(-\frac{E}{k_{B} T}\right) d E}=k_{B} T$


Figure 5.1: Probability distribution of the energy associated with the individual modes for the LA branch of graphene with wave vectors along the $\Gamma$-M direction at 300 K .


Figure 5.2: Slope of the linear region of the probability distribution shown in Figure 5.1 for different phonon modes.


Figure 5.3: Average energy content of each mode for graphene in units of $\left(k_{B} T\right)$ with wave vectors along the $\Gamma$-M direction at 30 K (left) and 300 K (right).


Figure 5.4: Average energy content of each mode for graphene in units of $\left(k_{B} T\right)$ with wave vectors along the $\Gamma-\mathrm{K}$ direction at 30 K (left) and 300 K (right).


Figure 5.5: Variance of the energy of each mode for graphene in units of $\left(k_{B} T\right)^{2}$ with wave vectors along the $\Gamma$ - M direction at 30 K (left) and 300 K (right).


Figure 5.6: Variance of the energy of each mode for graphene in units of $\left(k_{B} T\right)^{2}$ with wave vectors along the $\Gamma-K$ direction at 30 K (left) and 300 K (right).

Figure 5.3 shows the average energy content in the units of $k_{B} T$ for all modes with wave vectors along the $\Gamma$-M direction for graphene at 30 K (left panel) and 300 K (right panel); Figure 5.4 show the same curve for wave vectors along the $\Gamma-\mathrm{K}$ direction. Except the long wavelength ZA modes along the $\Gamma$ - M direction at 30 K , all other modes show excellent agreement with the expected theoretical value of $k_{B} T$ as given in Eqn. (5.48). The curves are smoother at 300 K relative to 30 K because at higher temperatures, there is greater interaction between the phonon modes. A lower deviation from the expected value, therefore, is observed at higher temperatures.

The variance of the energy content of a mode is of greater significance than the expectation value of the energy, since the specific heat of the mode is proportional to it. The variance in the energy associated with each phonon mode is given by:

$$
\begin{equation*}
\left\langle(\delta E(\mathbf{q}, p))^{2}\right\rangle=\int_{0}^{\infty}\left(E-k_{B} T\right)^{2} \times P_{\mathbf{q}, p}(E) d E=\frac{\int_{0}^{\infty}\left(E-k_{B} T\right)^{2} \exp \left(-\frac{E}{k_{B} T}\right) d E}{\int_{0}^{\infty} \exp \left(-\frac{E}{k_{B} T}\right) d E}=\left(k_{B} T\right)^{2} \tag{5.49}
\end{equation*}
$$

The theoretical expectation value for the variance of energy is $\left(k_{B} T\right)^{2}$ as given by Eqn. (5.49). Figure 5.5 shows the variance of the modal energy content in the units of $\left(\mathrm{k}_{\mathrm{B}} T\right)^{2}$ for all modes with wave vectors along the $\Gamma$ - M direction with graphene at $30 K$ (left panel) and 300 K (right panel); Figure 5.6 shows the same curve for wave vectors along the $\Gamma$-K direction. As before, except for the long wavelength ZA modes along the $\Gamma-\mathrm{M}$ direction at 30 K , all other modes show a good agreement with the theoretical prediction. Further, the theoretical prediction implies that the specific heat for each mode is constant at all temperatures, which is true in the classical limit (see Eqn. (5.50)).
$C_{v}(\mathbf{q}, p)=\frac{\left\langle(\delta E(\mathbf{q}, p))^{2}\right\rangle}{k_{B} T^{2}}=k_{B}$

Thus, the atomistic simulations confirm that the specific heat is largely independent of the phonon modes (see Figure 5.5 and Figure 5.6). A key consequence of this result is that the thermal conductivity as predicted by Eqn. (5.41) is solely dependent on the group velocity and the lifetime of the modes; mode-dependent specific heat does not appear in the classical limit.

Another interesting observation is that there is a self-term correction for the modal thermal conductivity, which is given by:

$$
\kappa_{\alpha \beta}^{G K, \text { Self }}=\frac{2}{V k_{B} T^{2}} \sum_{\mathbf{q}^{+}, p}\left[\begin{array}{l}
v_{g, \alpha}(\mathbf{q}, p) v_{g, \beta}(\mathbf{q}, p)  \tag{5.51}\\
\int_{0}^{t}[\langle\delta E(\mathbf{q}, p, 0) \delta E(\mathbf{q}, p, t)\rangle-\langle\delta E(\mathbf{q}, p, 0) \delta E(-\mathbf{q}, p, t)\rangle] d t
\end{array}\right]
$$

Thus the self-term of the conductivity does not directly depends on the correlation of the energy content of the mode, but on the difference of the energy content between the positive and the negative modes. Note that the initial correlation is given by:

$$
\begin{equation*}
\left\langle(\delta E(\mathbf{q}, p, 0))^{2}\right\rangle-\langle\delta E(\mathbf{q}, p, 0) \delta E(-\mathbf{q}, p, 0)\rangle=\frac{1}{2} \operatorname{var}\left(E_{D i f f}(\mathbf{q}, p, 0)\right) \tag{5.52}
\end{equation*}
$$

Figure 5.7 shows the variance of the energy difference between the positive and the negative mode in the units of $\left(k_{B} T\right)^{2}$ for all modes with wave vectors along the $\Gamma-\mathrm{M}$ direction for graphene at 30 K (left panel) and 300 K (right panel); Figure 5.8 shows the same for the $\Gamma$-K direction. An expectation value of nearly $2\left(k_{B} T\right)^{2}$ is observed for all modes except for the long wavelength ZA modes along the $\Gamma$ - M direction at 30 K . Due to their weak interactions with other modes, it is not surprising that the low-temperature ZA modes are not fully thermalized.

As seen from Eqn. (5.52), a value of $2\left(k_{B} T\right)^{2}$ for $\operatorname{var}\left(E_{D i f f}(\mathbf{q}, p)\right)$ suggests that the initial correlation between the excess energy content of the positive and negative modes, i.e., $\langle\delta E(\mathbf{q}, p, 0) \delta E(-\mathbf{q}, p, t)\rangle$ will go to zero. This is quite intuitive since the excess energy associated with the positive mode has no physical reason to stay correlated to that of the negative mode.


Figure 5.7: Variance of the energy difference between positive and negative modes for graphene in units of $\left(k_{B} T\right)^{2}$ with wave vectors along the $\Gamma$-M direction at 30 K (left) and 300 K (right).


Figure 5.8: Variance of the energy difference between positive and negative modes for graphene in units of $\left(k_{B} T\right)^{2}$ with wave vectors along the $\Gamma$ - K direction at 30 K (left) and 300 K (right).

However, as time proceeds, the excess energy along the positive mode will eventually flow along the negative mode, i.e., the positive and negative modes will communicate at finite times.

Even though the initial correlation is zero, the correlation at finite time, therefore, is expected to be non-zero - a prediction that is also confirmed by the simulations. Figure 5.9 shows the evolution of each term from Eqn. (5.53) normalized to $\left(k_{B} T\right)^{2}$ for one of the ZA modes along the $\Gamma$-M direction for graphene at 300 K . The correlation $\langle\delta E(\mathbf{q}, p, 0) \delta E(-\mathbf{q}, p, t)\rangle$ (blue curve) starts at zero, but slowly builds up with time before decaying off. As mentioned before, the excess energy in the positive mode will eventually flow into the negative mode. Thus if only the first term in the RHS of Eqn. (5.53) (red curve) is used for estimating the mode lifetime as in Eqn. (5.40), an overestimation is likely.

$$
\begin{equation*}
\frac{\left\langle E_{D i f f}(\mathbf{q}, p, 0) E_{D i f f}(\mathbf{q}, p, t)\right\rangle}{2}=\langle\delta E(\mathbf{q}, p, 0) \delta E(\mathbf{q}, p, t)\rangle-\langle\delta E(\mathbf{q}, p, 0) \delta E(-\mathbf{q}, p, t)\rangle \tag{5.53}
\end{equation*}
$$



Figure 5.9: Evolution of the excess energy correlations for one of the ZA modes along the $\Gamma$ M direction for graphene at 300 K .

As discussed earlier, the self-term of the conductivity can be estimated by computing the mode lifetime. The existing approach to estimating the lifetime is given by [56]:

$$
\begin{equation*}
\tau_{\text {old }}(\mathbf{q}, p)=\int_{0}^{t}\left[\frac{\left\langle\delta E_{\text {old }}(\mathbf{q}, p, 0) \delta E_{\text {old }}(\mathbf{q}, p, t)\right\rangle}{\left\langle\delta E_{\text {old }}{ }^{2}(\mathbf{q}, p, 0)\right\rangle}\right] d t \tag{5.54}
\end{equation*}
$$

However, the existing expression for mode energy, as shown below, contains contributions from both positive and negative modes as previously demonstrated:

$$
\begin{equation*}
E_{\text {Old }}(\mathbf{q}, p, t)=\frac{1}{2}\left[E_{p w}(\mathbf{q}, p, t)+E_{p w}(-\mathbf{q}, p, t)\right] \tag{5.55}
\end{equation*}
$$

Substituting Eqn. (5.55) back into Eqn. (5.54) gives the lifetime as:

$$
\begin{equation*}
\tau_{O l d}(\mathbf{q}, p)=\int_{0}^{t}\left[\frac{\left\langle\delta E_{p w}(\mathbf{q}, p, 0) \delta E_{p w}(\mathbf{q}, p, t)\right\rangle+\left\langle\delta E_{p w}(\mathbf{q}, p, 0) \delta E_{p w}(-\mathbf{q}, p, t)\right\rangle}{\left\langle\left(\delta E_{p w}(\mathbf{q}, p, 0)\right)^{2}\right\rangle}\right] d t \tag{5.56}
\end{equation*}
$$

However, the correct expression for the mode lifetime is given by:

$$
\begin{equation*}
\tau(\mathbf{q}, p)=\int_{0}^{t}\left[\frac{\left\langle\delta E_{p w}(\mathbf{q}, p, 0) \delta E_{p w}(\mathbf{q}, p, t)\right\rangle-\left\langle\delta E_{p w}(\mathbf{q}, p, 0) \delta E_{p w}(-\mathbf{q}, p, t)\right\rangle}{\left\langle\left(\delta E_{p w}(\mathbf{q}, p, 0)\right)^{2}\right\rangle}\right] d t \tag{5.57}
\end{equation*}
$$

Thus, the existing approach (denoted by the subscript old) will overestimate the mode lifetime by twice the area of the blue curve shown in Figure 5.9.

### 5.3.2 Modal phonon lifetimes for graphene

In this section, the modal lifetimes for graphene, simulated using the optimized Tersoff interatomic potential [97], is presented (see details in Section 4.5.3). The basal plane conductivity at 300 K is evaluated to be approximately $2500 \mathrm{~W} / \mathrm{mK}$ using the GK formalism $[53,54]$ with the heat current autocorrelation (HACF) converging in $\sim 200 \mathrm{ps}$. The simulated thermal conductivity typically depends on the interatomic potential, the size of the simulation cell, and the choice of the heat current expression; reported values fall in the range of 300 $20000 \mathrm{Wm} / \mathrm{K}$ [20, 107-113]. Experimental studies also span a broad range from $600-5300$ $\mathrm{W} / \mathrm{mK}[22,23,114-116]$.

In the current work, the correlation $\left\langle E_{D i f f}(\mathbf{q}, p, 0) E_{\text {Diff }}(-\mathbf{q}, p, t)\right\rangle$ has been computed only up to $\sim 50 \mathrm{ps}$ due to the somewhat high computational cost. The phonon lifetimes at 300 K reported in previous investigations [24, 102, 107] exceed 50 ps for the low-frequency modes, especially for the flexural phonons. Further, the HACF takes $\sim 200$ ps to converge for the present configuration. Thus the truncation of the above correlation at 50 ps is expected to underestimate the phonon lifetimes. The focus of the simulations, however, is not to compute the exact phonon lifetimes, but to demonstrate the existence of finite lifetime correction terms discussed in the previous section.


Figure 5.10: Evolution of the correlation for the difference in the energy content between the positive and negative modes for the LA branch with wave vectors along the $\Gamma$ - M direction for graphene at 300 K .


Figure 5.11: Evolution of the correlation for the difference in the energy content between the positive and negative modes for the TA branch with wave vectors along the $\Gamma$-M direction for graphene at 300 K .


Figure 5.12: Evolution of the correlation for the difference in the energy content between the positive and negative modes for the ZA branch with wave vectors along the $\Gamma$-M direction for graphene at 300 K .


Figure 5.13: Evolution of the correlation for the difference in the energy content between the positive and negative modes for the LO branch with wave vectors along the $\Gamma$ - M direction for graphene at 300 K .


Figure 5.14: Evolution of the correlation for the difference in the energy content between the positive and negative modes for the TO branch with wave vectors along the $\Gamma-\mathrm{M}$ direction for graphene at 300 K .


Figure 5.15: Evolution of the correlation for the difference in the energy content between the positive and negative modes for the ZO branch with wave vectors along the $\Gamma$ - M direction for graphene at 300 K .


Figure 5.16: Phonon lifetimes estimated from the decay of the energy difference correlation for modes with wave vector along the $\Gamma-\mathrm{M}$ direction at 300 K . The solid lines have been computed using the current approach while the dots have been computed using the existing approach. The difference between the magnitudes between the current and existing approaches is appreciable (except for the flexural phonons, for which the correlations have not converged).

Figure 5.10 to Figure 5.15 show the evolution of the correlation for the difference of energy between the positive and the negative branches for the LA, TA, ZA, LO, TO and ZO branches, respectively, with the wave vectors aligned along the $\Gamma$ - M direction. All the longitudinal and transverse modes seem to have decayed within 50 ps while both ZA and ZO branches show a slower decay, especially for the long wavelength ZA modes. Thus for the flexural modes, the correlation needs to be evaluated for a longer time range to capture the complete decay process. For this reason, the present calculations will underestimate the lifetimes of the flexural phonons.

The phonon lifetimes computed for the aforementioned curves using Eqn. (5.57) with the limit of the integral set to $\sim 50 \mathrm{ps}$ are shown in Figure 5.16. The lifetimes calculated using the existing approach, given by Eqn. (5.56), have been overlaid in the figure as circles with the corresponding color. Clearly, the existing approach overestimates the lifetimes of the LA and TA modes as predicted in the previous section. The ZA modes are also likely to be overestimated if the integral is computed for a longer time. Note that higher lifetimes for the flexural mode have been reported in past work [24, 102, 107, 117].

### 5.4 Conclusion

Using the expression for phonon space projection in terms of the real cosine general solution, the individual mode amplitudes of the waves moving along the $+\mathbf{q}$ and $-\mathbf{q}$ directions are extracted. The mode amplitudes are then used to construct the individual mode energies; it is demonstrated that the existing approach (prior to this work) for calculating the mode energies actually computes the arithmetic mean of the energies of the waves traversing along the $+\mathbf{q}$ and -q directions. Thus the existing approach is unable to resolve the difference in the energies of the left and right moving waves that is critical for computing the net heat current and conductivity.

Using the current approach, a physically consistent expression for the modal heat current is derived. It is then employed to resolve the total thermal conductivity into self and a cross contributions -a result, which is previously known. The self-contribution is further partitioned into a BTE term (previously known) and a correction term (predicted from this work).

Atomistic simulations on graphene demonstrate that the correction term is significant for the LA and TA phonon branches; thus the existing approach overestimates the phonon lifetimes for these branches due to correlation between $+\mathbf{q}$ and $-\mathbf{q}$ modes. As observed in past investigations $[20,40,56-58,72]$ the cross-correlations between the phonon modes are significant for low dimensional systems. Interestingly, collective phonon excitations emerge from such cross-correlations. In the next chapter of this dissertation, the local heat current and energy fluctuations are probed through the normal modes of vibrations for these variables, which are then used to evaluate collective phonon excitations.

## Chapter 6: BEYOND PHONON DESCRIPTORS

### 6.1 Introduction

Gill and Lewis [20,57,58] previously have shown that the cross-correlations, or equivalently, the collective phonon excitations are important, particularly for low dimensional systems; other investigators $[40,56,72]$ have also arrived at a similar conclusion. The analysis in Chapter 5 has probed the origin of self and non-zero cross-correlations from well-posed statistical mechanical first principles. Further, the Fourier's law of thermal conduction itself breaks down in low dimensional systems [31, 33, 35, 63], which makes the GK formalism inapplicable. Thus, several low-dimensional systems have reported anomalous behavior in thermal transport [31, 33, 56, 65]. For low dimensional systems, it is more appropriate to examine the local energy and heat current fluctuations in appropriate normal coordinates. These correlations (energy/current modes) can also be connected to the phonon normal modes, which allows the exciting possibility of analyzing energy/heat modes in the framework of the more familiar phonon (displacement) normal modes.

In this chapter, the behavior of local energy and heat current fluctuations is analyzed by extracting the normal modes of oscillation of these variables. First, these energy/current modes are derived exactly for a harmonic 1-D chain; the theoretical prediction is then verified using atomistic simulations. The theoretical analysis reveals a rather intriguing outcome on the possible combinations of energy/heat normal modes. Even with harmonic interactions, energy
and heat modes combine if and only if they satisfy the three-phonon scattering law. It is known that three-phonon processes are required for thermal dissipation, and the appearance of the three-phonon scattering condition from the theoretical derivation indicates the plausibility of predicting the phonon interaction types directly from the phase space variables. The threephonon scattering event has the lowest order of interaction, and the condition arises naturally in the buildup of energy/heat waves. If anharmonicity and higher dimensionality are included, higher order processes will evolve naturally in the classical framework without the need to specify or postulate the nature of phonon interactions in thermal transport.

A recent investigation [51] has proposed collective excitation of multiple phonon modes, denominated as relaxons, to be the actual heat carriers. The nature of the energy and heat current normal modes analyzed in the current work has certain similarities, but are restricted to multiple pair interactions within the harmonic approximation. First, an exact derivation of the energy and heat modes is presented for a 1-D harmonic chain.

### 6.2 Theoretical formulation

Consider a monoatomic linear chain of $N$ atoms interacting through a harmonic potential as described in Chapter 2. Similar to the velocities and displacements, the total energy and heat current of the system are defined as:

$$
\mathbf{J}(t)=\left(\begin{array}{c}
J(1, t)  \tag{6.1}\\
J(2, t) \\
\cdot \\
\cdot \\
J(N, t)
\end{array}\right), \mathbf{E}(t)=\left(\begin{array}{c}
E(1, t) \\
E(2, t) \\
\cdot \\
\cdot \\
E(N, t)
\end{array}\right)
$$

where $J(l, t)$ and $E(l, t)$ denote the heat current and total energy of the $l^{\text {th }}$ atom, respectively. These are defined by:

$$
\begin{align*}
& E(l, t)=\frac{1}{2} m v^{2}(l, t)+\frac{1}{2} \sum_{k \neq l} U_{l k}(t)  \tag{6.2}\\
& J(l, t)=E(l, t) v(l, t)+\frac{1}{2} \sum_{k \neq l}\left(F_{l k}(t) v(l, t)\right) r_{l k}(t) \tag{6.3}
\end{align*}
$$

The force acting on atom $l$ from an atom $k$ is given by:

$$
\begin{equation*}
F_{l k}(t)=-\frac{\partial U_{l k}(t)}{\partial r_{l k}(t)} \tag{6.4}
\end{equation*}
$$

The displacement and velocity for the phonons, from the general solution, are given by:

$$
\begin{align*}
& u(l, t)=\sum_{q} \frac{1}{\sqrt{m}} A(q) \cos \left(q \cdot r_{l}-w(q) t+\phi(q)\right)  \tag{6.5}\\
& v(l, t)=\sum_{q} \frac{1}{\sqrt{m}} w(q) A(q) \sin \left(q \cdot r_{l}-w(q) t+\phi(q)\right) \tag{6.6}
\end{align*}
$$

$$
\begin{equation*}
q=r \frac{2 \pi}{N a} ; r=0, \pm 1, \pm 2 \ldots . \tag{6.7}
\end{equation*}
$$

Substituting the general solution into the energy expression (for a harmonic interaction) gives (see Appendix A for details):

$$
\begin{equation*}
E(l, t)=\sum_{q_{1}, q_{2}} E^{q_{1}, q_{2}}(l, t) \tag{6.8}
\end{equation*}
$$

$E^{q_{1}, q_{2}}(l, t)=\left[\begin{array}{l}\frac{1}{4} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right) \\ \left(\begin{array}{l}\cos \left(\left(q_{1}-q_{2}\right) l a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right) \\ \times\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right)\right)- \\ \cos \left(\left(q_{1}+q_{2}\right) l a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right) \\ \times\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)\right.\end{array}\right.\end{array}\right]$

As discussed before, for a non-diffusive system, only the virial part i.e., the second term from Eqn. (6.3), makes a significant contribution to the energy transport. The virial part of heat current can be approximated as (see Appendix A for details):

$$
\begin{align*}
& J_{v i r}(l, t)=\sum_{q_{1}, q_{2}} J_{v i r}^{q_{1}, q_{2}}(l, t)  \tag{6.10}\\
& J_{v i r}^{q_{1}, q_{2}}(l, t)=\left[\begin{array}{l}
\frac{1}{2 V} A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
{\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) l a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \\
-\cos \left(\left(q_{1}+q_{2}\right) l a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)
\end{array}\right]}
\end{array}\right] \tag{6.11}
\end{align*}
$$

Thus, both energy and heat current are expected to form traveling waves at finite wave vectors.
Further, these waves are formed due to the interference between normal mode pairs. In order to extract the wave amplitudes, the normal mode coordinates for energy and heat current with a wave vector $q$ are defined similarly to those for phonons. These are given by:

$$
\begin{align*}
& \chi_{E}(q, t)=\left(\mathbf{B}_{q}\right)^{T} \cdot \mathbf{E}(t)=\sqrt{\frac{1}{N}}\left(\begin{array}{c}
\exp \left(i\left(q \cdot r_{1}\right)\right) \\
\exp \left(i\left(q \cdot r_{2}\right)\right) \\
\cdot \\
\cdot \\
\exp \left(i\left(q \cdot r_{N}\right)\right)
\end{array}\right)^{T}\left(\begin{array}{c}
E(1, t) \\
E(2, t) \\
\cdot \\
\cdot \\
E(N, t)
\end{array}\right)  \tag{6.12}\\
& \chi_{J}(q, t)=\left(\mathbf{B}_{q}\right)^{T} \cdot \mathbf{J}(t)=\sqrt{\frac{1}{N}}\left(\begin{array}{c}
\exp \left(i\left(q \cdot r_{1}\right)\right) \\
\exp \left(i\left(q \cdot r_{2}\right)\right) \\
\cdot \\
\cdot \\
\exp \left(i\left(q \cdot r_{N}\right)\right)
\end{array}\right)^{T}\left(\begin{array}{c}
J(1, t) \\
J(2, t) \\
\cdot \\
\cdot \\
J(N, t)
\end{array}\right) \tag{6.13}
\end{align*}
$$

where vector $\mathbf{B}_{q}$ is defined as:

$$
\mathbf{B}_{q}=\frac{1}{\sqrt{N}}\left(\begin{array}{c}
\exp \left(i\left(q \cdot r_{1}\right)\right)  \tag{6.14}\\
\exp \left(i\left(q \cdot r_{2}\right)\right) \\
\cdot \\
\cdot \\
\exp \left(i\left(q \cdot r_{N}\right)\right)
\end{array}\right)
$$

The time correlation for energy and heat current normal modes is defined as:

$$
\begin{align*}
& E_{\text {corr }}^{N M}(q, t)=\left\langle\chi_{E}(q, 0) \chi_{E}(-q, t)\right\rangle  \tag{6.15}\\
& J_{\text {corr }}^{N M}(q, t)=\left\langle\chi_{J}(q, 0) \chi_{J}(-q, t)\right\rangle \tag{6.16}
\end{align*}
$$

The relationship of the above normal modes to energy/heat space-time correlations will be described in the next section.

### 6.3 Energy and heat current space-time correlations and normal

 modesDefine energy and heat current at a point in space as:

$$
\begin{align*}
& E(r, t)=\sum_{l=1}^{N} E(l, t) \delta\left(r-r_{l}\right)  \tag{6.17}\\
& J(r, t)=\sum_{l=1}^{N} J(l, t) \delta\left(r-r_{l}\right) \tag{6.18}
\end{align*}
$$

The fluctuations of energy and heat current in space/time can be formally quantified using the space-time correlation functions given by:
$G_{E}(r, t)=\langle E(0,0) E(r, t)\rangle$
$G_{J}(r, t)=\langle J(0,0) J(r, t)\rangle$

These correaltion functions represent the probability of heat and energy fluctuations traveling to a point $r$ in time $t$. In the reciprocal space, the above correlations are defined as:

$$
\begin{align*}
& G_{E}(q, t)=\int\langle E(0,0) E(r, t)\rangle \exp (-i q \cdot r) d r  \tag{6.21}\\
& G_{J}(q, t)=\int\langle J(0,0) J(r, t)\rangle \exp (-i q \cdot r) d r \tag{6.22}
\end{align*}
$$

Substituting Eqn. (6.17) into Eqn. (6.19), it can be shown that:

$$
\begin{equation*}
G_{E}(r, t)=\frac{1}{N}\left\langle\sum_{j_{1}=1}^{N} \sum_{j_{2}=1}^{N} E\left(j_{2}, 0\right) E\left(j_{2}, t\right) \delta\left(r+r_{j_{1}}-r_{j_{2}}\right)\right\rangle \tag{6.23}
\end{equation*}
$$

Now substituting Eqn. (6.23) into Eqn. (6.21):

$$
\begin{equation*}
G_{E}(q, t)=\int \frac{1}{N}\left\langle\sum_{j_{1}=1}^{N} \sum_{j_{2}=1}^{N} E(0,0) E\left(j_{2}, t\right) \delta\left(r+r_{j_{1}}-r_{j_{2}}\right)\right\rangle \exp (-i q . r) d r \tag{6.24}
\end{equation*}
$$

Evaluating the integral for the delta function:

$$
\begin{equation*}
G_{E}(q, t)=\sum_{j_{1}=1}^{N} \sum_{j_{2}=1}^{N}\left\langle E\left(j_{1}, 0\right) E\left(j_{2}, t\right)\right\rangle \exp \left(-i q \cdot\left(r_{j_{2}}-r_{j_{1}}\right)\right) \tag{6.25}
\end{equation*}
$$

Combining the terms:

$$
\begin{equation*}
G_{E}(q, t)=\left\langle\sum_{j_{1}=1}^{N} E\left(j_{1}, 0\right) \exp \left(i q \cdot r_{j_{1}}\right) \sum_{j_{2}=1}^{N} E\left(j_{2}, t\right) \exp \left(-i q \cdot r_{j_{2}}\right)\right\rangle \tag{6.26}
\end{equation*}
$$

which gives:

$$
\begin{equation*}
G_{E}(q, t)=\left\langle\chi_{E}(q, 0) \chi_{E}(-q, t)\right\rangle=E_{\text {corr }}^{N M}(q, t) \tag{6.27}
\end{equation*}
$$

where NM indicates normal modes. Similarly, it can be shown that:

$$
\begin{equation*}
G_{J}(q, t)=\left\langle\chi_{J}(q, 0) \chi_{J}(-q, t)\right\rangle=J_{\text {corr }}^{N M}(q, t) \tag{6.28}
\end{equation*}
$$

Thus the correlation of the normal modes of energy/heat current is directly related to the spacetime correlations of energy/heat current fluctuations.

### 6.4 Normal mode projections

The amplitudes of the energy and heat current waves can be extracted by projecting the spatial variation onto the normal mode space. This section elaborates how the normal mode projections are related to the pair contributions from individual phonon modes.

### 6.4.1 Energy normal modes

Substituting the expression for energy from Eqn. (6.8) into Eqn. (6.12), the normal mode projection can be expressed as:

$$
\chi_{E}(q, t)=\sum_{q_{1}} \sum_{q_{2}} \sum_{j}\left(\begin{array}{l}
\frac{1}{4 \sqrt{N}} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right)(\cos (q j a)+i \sin (q j a)) \times \\
\times\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right)\right)-  \tag{6.29}\\
\cos \left(\left(q_{1}+q_{2}\right) j a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right) \\
\times\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)\right)
\end{array}\right)
$$

Expanding the cosine to separate the angles:

$$
\chi_{E}(q, t)=\sum_{q_{1}} \sum_{q_{2}} \sum_{j}\left(\begin{array}{l}
\frac{1}{4 \sqrt{N}} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right)(\cos (q j a)+i \sin (q j a)) \times \\
\binom{\cos \left(\left(q_{1}-q_{2}\right) j a\right) \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)+}{\sin \left(\left(q_{1}-q_{2}\right) j a\right) \sin \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)}  \tag{6.30}\\
\times\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right)\right)- \\
\binom{\cos \left(\left(q_{1}+q_{2}\right) j a\right) \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)+}{\sin \left(\left(q_{1}+q_{2}\right) j a\right) \sin \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)} \\
\times\left(1+\frac{q_{1}}{\left.\left|q_{1}\right| \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)\right)}\right.
\end{array}\right)
$$

Multiplying and expanding:

$$
\left.\begin{array}{c}
\frac{1}{4 \sqrt{N}} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right) \times \\
\chi_{E}(q, t)=\sum_{q_{1}} \sum_{q_{2}} \sum_{j}\left(\begin{array}{l}
\left(\begin{array}{l}
\left.\cos \left(\left(q+q_{1}-q_{2}\right) j a\right)+\cos \left(\left(q-q_{1}+q_{2}\right) j a\right)\right) \\
\times \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)+ \\
i\left(\cos \left(\left(q-q_{1}+q_{2}\right) j a\right)-\cos \left(\left(q+q_{1}-q_{2}\right) j a\right)\right) \\
\times \sin \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)
\end{array}\right) \\
\times\left(1+\frac{q_{1}}{\left.\left|q_{1}\right| \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right)\right)-}\right. \\
\left(\begin{array}{l}
\left(\cos \left(\left(q+q_{1}+q_{2}\right) j a\right)+\cos \left(\left(q-q_{1}-q_{2}\right) j a\right)\right) \\
\times \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)+ \\
i\left(\cos \left(\left(q-q_{1}-q_{2}\right) j a\right)-\cos \left(\left(q+q_{1}+q_{2}\right) j a\right)\right) \\
\times \sin \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)
\end{array}\right) \\
\times\left(1+\frac{q_{1}}{\left.\left|q_{1}\right| \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)\right)}\right.
\end{array}\right) \tag{6.31}
\end{array}\right)
$$

Consider just first Brillion zone:

$$
\begin{align*}
& -\frac{\pi}{a}<q \leq \frac{\pi}{a}  \tag{6.32}\\
& -3 \frac{\pi}{a}<q \pm q_{1} \pm q_{2} \leq 3 \frac{\pi}{a} \tag{6.33}
\end{align*}
$$

The projection for positive and negative wave vectors are simply conjugate of each other. Thus consider only positive wave vectors:
$-2 \frac{\pi}{a}<q \pm q_{1} \pm q_{2} \leq 3 \frac{\pi}{a}$

It is interesting to note that non-zero values for the normal mode projection are obtained only for:
$q \pm q_{1} \pm q_{2}=0, \frac{2 \pi}{a}$

Solutions to the previous equation (for $q=0.3 \pi / a$ ) are shown in Figure 6.1. Note that only the line segments that are bounded by the dashed inner black box represent a possible solution. Clearly, there are eight branches of the solution. Now define:
$L\left(q_{1}, q_{2}\right)=\frac{1}{4} \sqrt{N} m w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right)$


Figure 6.1: Solutions to Eqn. (6.35) for $q=0.3 \pi / a$.

Thus Eqn. (6.31) can be expanded as:

## Rearranging terms:

Substituting the relation between $q_{1}$ and $q_{2}$ :

Using equivalence of wave vectors separated by a reciprocal lattice vector and simplifying:

Merging the common terms:

$$
\chi_{E}(q, t)=\left[\begin{array}{l}
\sum_{q_{1}}\left(-\frac{\pi}{a}<q_{1}<\frac{\pi}{a} ; q_{2}=q_{1}+q\right):\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right)  \tag{6.41}\\
\times L\left(q_{1}, q_{2}\right)\left(\exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)\right) \\
+\sum_{q_{1}}\left(-\frac{\pi}{a}<q_{1}<\frac{\pi}{a} ; q_{2}=q_{1}-q\right):\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right) \\
\times L\left(q_{1}, q_{2}\right)\left(\exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)\right) \\
+\sum_{q_{1}}\left(-\frac{\pi}{a}<q_{1}<\frac{\pi}{a} ; q_{2}=-q_{1}-q\right):\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right) \\
\times L\left(q_{1}, q_{2}\right)\left(-\exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)\right) \\
+\sum_{q_{1}}\left(-\frac{\pi}{a}<q_{1}<\frac{\pi}{a} ; q_{2}=-q_{1}+q\right):\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right)
\end{array}\right]
$$

The energy normal mode projection can now be expressed as:

$$
\begin{align*}
& F\left(q, q_{1}, q_{2}\right)=\frac{1}{4} \sqrt{N} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right)\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right)  \tag{6.42}\\
& \chi_{E}(q, t)=\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
{\left[\left(q_{2 A}=q_{1}+q\right) ;\left(q_{2 B}=q_{1}-q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right):\right]} \\
F\left(q, q_{1}, q_{2 A}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)\right)\right) \\
+F\left(q, q_{1}, q_{2 B}\right) \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 B}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 B}\right)\right)\right) \\
-F\left(q, q_{1}, q_{2 C}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 C}\right)\right)\right) \\
-F\left(q, q_{1}, q_{2 D}\right) \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 D}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 D}\right)\right)\right)
\end{array}\right] \tag{6.43}
\end{align*}
$$

### 6.4.2 Heat current normal modes

Similarly, the heat current normal modes can be evaluated. Substituting the expression for virial part of heat current from Eqn. (6.11) into Eqn. (6.13) to obtain the normal mode projection:


Expanding the cosine to separate the angles:

$$
\chi_{J_{\text {vir }}}(q, t)=\sum_{q_{1}} \sum_{q_{2}} \sum_{j}\binom{\frac{1}{2 V \sqrt{N}} A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right)}{\left.\left[\begin{array}{l}
\left(\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) j a\right) \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right) \\
+\sin \left(\left(q_{1}-q_{2 r_{2}}\right) j a\right) \sin \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right) \\
-\cos \left(\left(q_{1}+q_{2}\right) j a\right) \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \\
-\sin \left(\left(q_{1}+q_{2}\right) j a\right) \sin \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)
\end{array}\right)  \tag{6.45}\\
\times(\cos (q j a)+i \sin (q j a))
\end{array}\right]\right) .}
$$

Multiplying and expanding:

$$
\begin{align*}
& \chi_{J_{\text {vir }}}(q, t)= \\
& \sum_{q_{1}} \sum_{q_{2}} \sum_{j}\left[\begin{array}{l}
\frac{1}{2 V \sqrt{N}} A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\left(\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) j a\right) \cos (q j a) \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)+ \\
i \cos \left(\left(q_{1}-q_{2}\right) j a\right) \sin (q j a) \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)+ \\
\sin \left(\left(q_{1}-q_{2}\right) j a\right) \cos (q j a) \sin \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)+ \\
i \sin \left(\left(q_{1}-q_{2}\right) j a\right) \sin (q j a) \sin \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)- \\
\cos \left(\left(q_{1}+q_{2}\right) j a\right) \cos (q j a) \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)- \\
i \cos \left(\left(q_{1}+q_{2}\right) j a\right) \sin (q j a) \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)- \\
\sin \left(\left(q_{1}+q_{2}\right) j a\right) \cos (q j a) \sin \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)- \\
i \sin \left(\left(q_{1}+q_{2}\right) j a\right) \sin (q j a) \sin \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)
\end{array}\right]
\end{array}\right]
\end{align*}
$$

Combining the terms:

Simplifying:

$$
\left.\chi_{J_{v i r}}(q, t)=\sum_{q_{1}} \sum_{q_{2}} \sum_{j}\left[\begin{array}{l}
\frac{1}{4 V \sqrt{N}} A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right)  \tag{6.48}\\
\left(\begin{array}{l}
\left(\cos \left(\left(q+q_{1}-q_{2}\right) j a\right)+\cos \left(\left(q-q_{1}+q_{2}\right) j a\right)\right) \\
\times \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)+ \\
i\left(\cos \left(\left(q-q_{1}+q_{2}\right) j a\right)-\cos \left(\left(q+q_{1}-q_{2}\right) j a\right)\right) \\
\times \sin \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)- \\
\left(\cos \left(\left(q+q_{1}+q_{2}\right) j a\right)+\cos \left(\left(q-q_{1}-q_{2}\right) j a\right)\right)
\end{array}\right. \\
\times \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)- \\
i\left(\cos \left(\left(q-q_{1}-q_{2}\right) j a\right)-\cos \left(\left(q+q_{1}+q_{2}\right) j a\right)\right) \\
\times \sin \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)
\end{array}\right)\right]
$$

Consider just first Brillion zone:

$$
\begin{align*}
& -\frac{\pi}{a}<q \leq \frac{\pi}{a}  \tag{6.49}\\
& -3 \frac{\pi}{a}<q \pm q_{1} \pm q_{1} \leq 3 \frac{\pi}{a} \tag{6.50}
\end{align*}
$$

Again, consider only positive $q$, which leads to non-zero contribution only for wave vectors satisfying:

$$
\begin{equation*}
q \pm q_{1} \pm q_{2}=0, \frac{2 \pi}{a} \tag{6.51}
\end{equation*}
$$

Thus the contraints on the wave vectors are identical to those for the energy normal modes.
The solution to the above equation for $q=0.3 \pi / a$ were plotted in Figure 6.1. The eight branches of the solution lead to:

$$
\chi_{J_{w i v}}(q, t)=\frac{\sqrt{N}}{4 V}\left[\begin{array}{l}
\sum_{q_{n}}\left(-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}-q ; q_{2}=q_{1}+q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right)  \tag{6.52}\\
\left.\left.\left.\sum_{q_{n}}\left(-\frac{\pi}{a}+q<q_{1}<\frac{\pi}{a} ; q_{2}=q_{1}-q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right) \\
\sum_{q_{n}} \times\left(-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}-q ; q_{2}=-q_{1}-q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\sum_{q_{n}} \times\left(-\exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)\right) \\
\left.\sum_{q_{n}} \times\left(\frac{\pi}{a}-q<q_{1}<\frac{\pi}{a} ; q_{2}=q_{1}+q-\frac{2 \pi}{a}\right): A\left(q_{1}\right)\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\left.\times\left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)\right) \\
\sum_{q_{n}}\left(-\frac{\pi}{a}<q_{1}<-\frac{\pi}{a}+q ; q_{2}=\frac{2 \pi}{a}+q_{1}-q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right)
\end{array}\right]
$$

## Rearranging terms:

$$
\begin{align*}
& \chi_{J_{v i r}}(q, t)= \\
& {\left[\begin{array}{l}
\sum_{q_{n}}\left(-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}-q ; q_{2}=q_{1}+q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\sum_{q_{n}} \times\left(\frac{\pi}{a}-q<q_{1}<\frac{\pi}{a} ; q_{2}=q_{1}+q-\frac{2 \pi}{a}\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\sum_{q_{n}} \times\left(-i\left(\left(w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right) \\
\left.\times\left(\exp \left(i\left(\left(w\left(q_{1}\right)\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)\right)
\end{array}\right.} \\
& \begin{array}{l}
\sum_{q_{n}} \times\left(-\frac{\pi}{a}+q<q_{1}<\frac{\pi}{a} ; q_{2}=q_{1}-q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\left.\left.\quad\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)
\end{array} \\
& \begin{array}{l}
\sum_{q_{n}} \times\left(-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}-q ; q_{2}=-q_{1}-q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\left.\left.\quad-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)\right)
\end{array}  \tag{6.53}\\
& \sum^{\left(\frac{\pi}{a}-q<q_{1}<\frac{\pi}{a} ; q_{2}=\frac{2 \pi}{a}-q_{1}-q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right)} \\
& { }_{q_{n}} \times\left(-\exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)\right) \\
& {\left[\begin{array}{l}
\sum_{q_{n}} \times\left(-\frac{\pi}{a}<q_{1}<-\frac{\pi}{a}+q ; q_{2}=-q_{1}+q-\frac{2 \pi}{a}\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\left.\left.\left.\left.\sum_{q_{n}} \times\left(-\frac{\pi}{a}+q<q_{1}<\frac{\pi}{a} ; q_{2}=-q_{1}+q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)\right)
\end{array}\right]}
\end{align*}
$$

## Combining common terms:

$$
\chi_{v_{v i r}}(q, t)=\frac{\sqrt{N}}{4 V}\left[\begin{array}{l}
\sum_{q_{n}}\left(-\frac{\pi}{a}<q_{1}<\frac{\pi}{a} ; q_{2}=q_{1}+q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right)  \tag{6.54}\\
\sum_{q_{n}} \times\left(-\frac{\pi}{a}<q_{1}<-\frac{\pi}{a} ; q_{2}=q_{1}-q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\sum_{q_{n}}\left(-\frac{\pi}{a}<q_{1}<\frac{\pi}{a} ; q_{2}=-q_{1}-q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\times\left(-\exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)\right) \\
\left.\sum_{q_{n}}\left(-\frac{\pi}{a}<q_{1}<-\frac{\pi}{a} ; q_{2}=-q_{1}+q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right)\right)
\end{array}\right]
$$

Swapping $q_{1}$ and $q_{2}$ and simplifying:

$$
\chi_{J_{v i r}}(q, t)=\frac{\sqrt{N}}{4 V} \sum_{-\frac{\pi}{a}<q_{n}<\frac{\pi}{a}}\left[\begin{array}{l}
\binom{\left(q_{2}=q_{1}-q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{1}\right)}{\left(\exp \left(i\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)}  \tag{6.55}\\
+\binom{\left(q_{2}=q_{1}+q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{1}\right)}{\times\left(\exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)\right)} \\
+\binom{\left(q_{2}=-q_{1}-q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{1}\right)}{\times\left(-\exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)\right)} \\
+\binom{\left(q_{2}=-q_{1}+q\right): A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{1}\right)}{\times\left(-\exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)\right)}
\end{array}\right]
$$

The heat normal mode projection this can be written as:

$$
\begin{gather*}
\frac{\sqrt{N} A\left(q_{1}\right) w\left(q_{1}\right) v_{g}\left(q_{1}\right)}{4 V} \times \\
\chi_{J_{v i r}}(q, t)=\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left(q_{2 A}=q_{1}-q\right) ;\left(q_{2 B}=q_{1}+q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right): \\
A\left(q_{2 A}\right) w\left(q_{2 A}\right) \exp \left(i\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)\right) \\
+A\left(q_{2 B}\right) w\left(q_{2 B}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2 B}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 B}\right)\right)\right) \\
-A\left(q_{2 C}\right) w\left(q_{2 C}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 C}\right)\right)\right) \\
-A\left(q_{2 D}\right) w\left(q_{2 D}\right) \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 D}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 D}\right)\right)\right)
\end{array}\right] \tag{6.56}
\end{gather*}
$$

Summarizing, the normal mode projection for energy and heat current corresponding to a wave vector $q$ is given by Eqn. (6.57) and Eqn. (6.59) respectively. These are given by:

$$
\chi_{E}(q, t)=\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
{\left[\left(q_{2 A}=q_{1}+q\right) ;\left(q_{2 B}=q_{1}-q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right):\right]}  \tag{6.57}\\
F\left(q, q_{1}, q_{2 A}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)\right)\right) \\
+F\left(q, q_{1}, q_{2 B}\right) \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 B}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 B}\right)\right)\right) \\
-F\left(q, q_{1}, q_{2 C}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 C}\right)\right)\right) \\
-F\left(q, q_{1}, q_{2 D}\right) \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 D}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 D}\right)\right)\right)
\end{array}\right]
$$

where:

$$
\begin{equation*}
F\left(q, q_{1}, q_{2}\right)=\frac{1}{4} \sqrt{N} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right)\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right) \tag{6.58}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\sqrt{N} A\left(q_{1}\right) w\left(q_{1}\right) v_{g}\left(q_{1}\right)}{4 V} \times \\
\chi_{J_{v i r}}(q, t)=\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left(q_{2 A}=q_{1}-q\right) ;\left(q_{2 B}=q_{1}+q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right): \\
A\left(q_{2 A}\right) w\left(q_{2 A}\right) \exp \left(i\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)\right) \\
+A\left(q_{2 B}\right) w\left(q_{2 B}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2 B}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 B}\right)\right)\right) \\
-A\left(q_{2 C}\right) w\left(q_{2 C}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 C}\right)\right)\right) \\
-A\left(q_{2 D}\right) w\left(q_{2 D}\right) \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 D}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 D}\right)\right)\right)
\end{array}\right] \tag{6.59}
\end{gather*}
$$

It is fascinating to note that, for both energy and heat current, the normal mode projection corresponding to a wave $q$ admits a non-zero contribution from phonon modes with wavevectors $q_{1}$ and $q_{2}$ if and only if the triplet satisfies the three-phonon scattering condition for wave vectors. Later sections will show that the resultant frequency of the normal mode projection due to a pair contribution (energy/heat current) also corresponds to the frequency combination condition for three-phonon scattering. Thus phonon pairs interfere to form waves of energy and heat current such that their wave vectors and frequencies are same as those corresponding to a phonon mode created by a three-phonon interaction between them (with harmonic interactions).

### 6.5 Normal mode time correlation

A time correlation of the energy and heat mode projection is required to extract the dispersion relation and decay of the modes. This section evaluates the time correlation corresponding to the normal mode projections derived in the previous section.

### 6.5.1 Energy normal mode correlation

Substituting the expression for the energy normal mode projection from Eqn. (6.43) into Eqn. (6.15) to evaluate the time correlation of the normal mode projection:

$$
\begin{align*}
& E_{\text {corr }}^{N M}(q, t)=\left\langle\chi_{E}(q, 0) \chi_{E}(-q, t)\right\rangle \\
& {\left[\left(q_{2 A}{ }^{\prime}=q_{1}{ }^{\prime}+q\right) ;\left(q_{2 B}{ }^{\prime}=q_{1}{ }^{\prime}-q\right) ;\left(q_{2 C}{ }^{\prime}=-q_{1}{ }^{\prime}-q\right) ;\left(q_{2 D}{ }^{\prime}=-q_{1}{ }^{\prime}+q\right):\right]} \\
& {\left[\left(q_{2 A}=q_{1}+q\right) ;\left(q_{2 B}=q_{1}-q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right):\right]} \\
& \left.\sum_{-\frac{\pi}{a}<q_{1}^{\prime}<\frac{\pi}{a}-\frac{\pi}{a}<q_{1} \leq \frac{\pi}{a}} \sum_{\left(\begin{array}{l}
\left(\begin{array}{l}
F\left(q, q_{1}{ }^{\prime}, q_{2 A}{ }^{\prime}\right) \exp \left(-i\left(-\varphi\left(q_{1}{ }^{\prime}\right)+\varphi\left(q_{2 A}{ }^{\prime}\right)\right)\right) \\
+F\left(q, q_{1}^{\prime}, q_{2 B}{ }^{\prime}\right) \exp \left(i\left(-\varphi\left(q_{1}{ }^{\prime}\right)+\varphi\left(q_{2 B}{ }^{\prime}\right)\right)\right) \\
-F\left(q, q_{1}^{\prime}, q_{2 C}{ }^{\prime}\right) \exp \left(-i\left(-\varphi\left(q_{1}^{\prime}\right)-\varphi\left(q_{2 C}{ }^{\prime}\right)\right)\right) \\
-F\left(q, q_{1}^{\prime}, q_{2 D}{ }^{\prime}\right) \exp \left(i\left(-\varphi\left(q_{1}{ }^{\prime}\right)-\varphi\left(q_{2 D}{ }^{\prime}\right)\right)\right)
\end{array}\right) \\
\left(\begin{array}{l}
F\left(q, q_{1}, q_{2 A}\right) \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)\right)\right) \\
+F\left(q, q_{1}, q_{2 B}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2 B}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 B}\right)\right)\right) \\
-F\left(q, q_{1}, q_{2 C}\right) \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 C}\right)\right)\right) \\
-F\left(q, q_{1}, q_{2 D}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 D}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 D}\right)\right)\right)
\end{array}\right)
\end{array}\right]} \right\rvert\, \tag{6.60}
\end{align*}
$$

Consider the product of the first term in the lower bracket and with all the terms in the upper bracket:

$$
\begin{align*}
& {\left[\begin{array}{l}
\left(q_{2 A}{ }^{\prime}=q_{1}{ }^{\prime}+q\right) ;\left(q_{2 B}{ }^{\prime}=q_{1}{ }^{\prime}-q\right) ;\left(q_{2 C}{ }^{\prime}=-q_{1}{ }^{\prime}-q\right) ; \\
\left(q_{2 D}{ }^{\prime}=-q_{1}{ }^{\prime}+q\right) ;\left(q_{2 A}=q_{1}+q\right):
\end{array}\right]} \\
& \left.=\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}-\frac{\pi}{a}<q_{1} \leqslant \frac{\pi}{a}} \sum_{\substack{ }}\left[\begin{array}{l}
F\left(q, q_{1}, q_{2 A}\right) F\left(q, q_{1}{ }^{\prime}, q_{2 A}{ }^{\prime}\right) \times \\
\exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)+\varphi\left(q_{1}{ }^{\prime}\right)-\varphi\left(q_{2 A}{ }^{\prime}\right)\right)\right) \\
+F\left(q, q_{1}, q_{2 A}\right) F\left(q, q_{1}{ }^{\prime}, q_{2 B}{ }^{\prime}\right) \times \\
\exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)-\varphi\left(q_{1}{ }^{\prime}\right)+\varphi\left(q_{2 B}{ }^{\prime}\right)\right)\right) \\
-F\left(q, q_{1}, q_{2 A}\right) F\left(q, q_{1}{ }^{\prime}, q_{2 C}{ }^{\prime}\right) \times \\
\exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)+\varphi\left(q_{1}{ }^{\prime}\right)+\varphi\left(q_{2 C}{ }^{\prime}\right)\right)\right) \\
-F\left(q, q_{1}, q_{2 A}\right) F\left(q, q_{1}{ }^{\prime}, q_{2 D}{ }^{\prime}\right) \times \\
\exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)-\varphi\left(q_{1}{ }^{\prime}\right)-\varphi\left(q_{2 D}{ }^{\prime}\right)\right)\right)
\end{array}\right)\right] \tag{6.61}
\end{align*}
$$

Non-zero correlations are possible only if the phase angles cancel off as the ensemble average of the exponential of any phase angle goes to zero; this results in $q_{1}=q_{1}$ ':

$$
\left.\left.\begin{array}{c}
{\left[\left(q_{2 A}=q_{1}+q\right) ;\left(q_{2 B}=q_{1}-q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right):\right]} \\
=\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\left(\begin{array}{l}
F^{2}\left(q, q_{1}, q_{2 A}\right) \times \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t\right)\right) \\
+F\left(q, q_{1}, q_{2 A}\right) F\left(q, q_{1}, q_{2 B}\right) \times \\
\exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-2 \varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)+\varphi\left(q_{2 B}\right)\right)\right) \\
-F\left(q, q_{1}, q_{2 A}\right) F\left(q, q_{1}, q_{2 C}\right) \times \\
\exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t+\varphi\left(q_{2 A}\right)+\varphi\left(q_{2 C}\right)\right)\right) \\
-F\left(q, q_{1}, q_{2 A}\right) F\left(q, q_{1}, q_{2 D}\right) \times \\
\exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-2 \varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)-\varphi\left(q_{2 D}\right)\right)\right)
\end{array}\right]\right. \tag{6.62}
\end{array}\right]\right]
$$

Since the phase angles cannot cancel for the final three terms:

$$
\begin{align*}
& {\left[\left(q_{2 A}=q_{1}+q\right) ;\left(q_{2 B}=q_{1}-q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right):\right] } \\
= & \sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\left\langle F^{2}\left(q, q_{1}, q_{2 A}\right) \times \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t\right)\right)\right\rangle\right] \tag{6.63}
\end{align*}
$$

A similar argument can be used for the other terms from the product in Eqn. (6.60) to give:

$$
\left.\left.\left.\begin{array}{r}
{\left[\left(q_{2 A}=q_{1}+q\right) ;\left(q_{2 B}=q_{1}-q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right):\right]} \\
E_{\text {corr }}^{N M}(q, t)=\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\left(\begin{array}{l}
F^{2}\left(q, q_{1}, q_{2 A}\right) \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t\right)\right) \\
+F^{2}\left(q, q_{1}, q_{2 B}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2 B}\right)\right) t\right)\right) \\
+F^{2}\left(q, q_{1}, q_{2 C}\right) \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t\right)\right) \\
+F^{2}\left(q, q_{1}, q_{2 D}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 D}\right)\right) t\right)\right)
\end{array}\right)\right. \tag{6.64}
\end{array}\right]\right] .\right] .
$$

Splitting the terms:

Recombining terms using symmetry:

$$
E_{\text {corr }}^{N M}(q, t)=\left[\begin{array}{c}
\left(q_{2 A}=q_{1}+q\right):  \tag{6.66}\\
\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{c}
\left\langle F^{2}\left(q, q_{1}, q_{2 A}\right) \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t\right)\right)\right\rangle \\
+\left\langle F^{2}\left(q, q_{1},-q_{2 A}\right) \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t\right)\right)\right\rangle
\end{array}\right] \\
\left(q_{2 D}=-q_{1}+q\right): \\
+\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left\langle F^{2}\left(q, q_{1}, q_{2 D}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 D}\right)\right) t\right)\right)\right\rangle \\
+\left\langle F^{2}\left(q, q_{1},-q_{2 D}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2 B}\right)\right) t\right)\right)\right\rangle
\end{array}\right]
\end{array}\right]
$$

Further recombining using symmetry:

$$
E_{\text {corr }}^{N M}(q, t)=\left[\begin{array}{c}
\left(q_{2}=q_{1}+q\right):  \tag{6.67}\\
\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left\langle F^{2}\left(q, q_{1}, q_{2}\right) \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right)\right\rangle \\
+\left\langle F^{2}\left(q, q_{1},-q_{2}\right) \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right)\right\rangle \\
+\left\langle F^{2}\left(q,-q_{1}, q_{2}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right)\right\rangle \\
+\left\langle F^{2}\left(q,-q_{1},-q_{2}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right)\right\rangle
\end{array}\right]
\end{array}\right]
$$

Since the exponentials are independent of the ensemble average:

$$
E_{\text {corr }}^{N M}(q, t)=\left[\begin{array}{c}
\left(q_{2}=q_{1}+q\right):  \tag{6.68}\\
\left.\left[\begin{array}{l}
\left\langle F^{2}\left(q, q_{1}, q_{2}\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right) \\
\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left\langle F^{2}\left(q, q_{1},-q_{2}\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right) \\
\left.+\left\langle F^{2}\left(q,-q_{1}, q_{2}\right)\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right) \\
+\left\langle F^{2}\left(q,-q_{1},-q_{2}\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right)
\end{array}\right]
\end{array}\right] .\right] ~
\end{array}\right]
$$

Recalling that:

$$
\begin{equation*}
F\left(q, q_{1}, q_{2}, t\right)=\frac{1}{4} \sqrt{N} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}, t\right) A\left(q_{2}, t\right)\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right) \tag{6.69}
\end{equation*}
$$

Thus:

$$
\begin{align*}
& \left\langle F\left(q, q_{1}, q_{2}, 0\right) F\left(q, q_{1}, q_{2}, t\right)\right\rangle= \\
& \frac{1}{16} N w^{2}\left(q_{1}\right) w^{2}\left(q_{2}\right)\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right)^{2}\left\langle A\left(q_{1}, 0\right) A\left(q_{1}, t\right) A\left(q_{2}, 0\right) A\left(q_{2}, t\right)\right\rangle \tag{6.70}
\end{align*}
$$

Hence, it implies that:

$$
\begin{equation*}
\left\langle F\left(q, q_{1}, q_{2}, 0\right) F\left(q, q_{1}, q_{2}, t\right)\right\rangle=\left\langle F\left(q,-q_{1},-q_{2}, 0\right) F\left(q,-q_{1},-q_{2}, t\right)\right\rangle \tag{6.71}
\end{equation*}
$$

Using the above relation:

$$
E_{\text {corr }}^{N M}(q, t)=\left[\begin{array}{c}
\left(q_{2}=q_{1}+q\right):  \tag{6.72}\\
\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left\langle F\left(q, q_{1}, q_{2}, 0\right) F\left(q, q_{1}, q_{2}, t\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right) \\
+\left\langle F\left(q, q_{1},-q_{2}, 0\right) F\left(q, q_{1},-q_{2}, t\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right) \\
+\left\langle F\left(q, q_{1},-q_{2}, 0\right) F\left(q, q_{1},-q_{2}, t\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right) \\
+\left\langle F\left(q, q_{1}, q_{2}, 0\right) F\left(q, q_{1}, q_{2}, t\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right)
\end{array}\right]
\end{array}\right]
$$

Combining terms gives:

$$
E_{\text {corr }}^{N M}(q, t)=\left[\begin{array}{c}
\left(q_{2}=q_{1}+q\right):  \tag{6.73}\\
2 \sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left\langle F\left(q, q_{1}, q_{2}, 0\right) F\left(q, q_{1}, q_{2}, t\right)\right\rangle \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right) \\
+\left\langle F\left(q, q_{1},-q_{2}, 0\right) F\left(q, q_{1},-q_{2}, t\right)\right\rangle \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)
\end{array}\right]
\end{array}\right]
$$

For a harmonic interaction, the mode amplitudes do not interact and are independent of time. Thus:

$$
\begin{align*}
& \left\langle F\left(q, q_{1}, q_{2}, 0\right) F\left(q, q_{1}, q_{2}, t\right)\right\rangle \\
& \frac{1}{4 N}\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right)^{2}\left(\frac{1}{2} N w^{2}\left(q_{1}\right)\left\langle A^{2}\left(q_{1}\right)\right\rangle\right)\left(\frac{1}{2} N w^{2}\left(q_{2}\right)\left\langle A^{2}\left(q_{2}\right)\right\rangle\right) \tag{6.74}
\end{align*}
$$

Using the relation for energy associated with a mode gives:

$$
\begin{equation*}
\left\langle F^{2}\left(q, q_{1}, q_{2}\right)\right\rangle=\frac{1}{4 N}\left(k_{B} T\right)^{2}\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right)^{2} \tag{6.75}
\end{equation*}
$$

Thus the energy normal mode correlation for a perfect 1-D harmonic oscillator chain is given by:

$$
\begin{gather*}
\left(q_{2}=q_{1}+q\right): \\
E_{\text {corr }}^{N M}(q, t)=\frac{\left(k_{B} T\right)^{2}}{2 N} \sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right]  \tag{6.76}\\
\left.+\left(1-\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right]
\end{gather*}
$$

### 6.5.2 Heat current normal mode correlation

Substituting the expression for the virial heat current normal mode projection from Eqn. (6.59) into Eqn. (6.16) to evaluate the time correlation of the normal mode projection:

$$
\begin{aligned}
& J_{\text {corr }}^{N M}(q, t)= \\
& \frac{N}{16 V^{2}} \times
\end{aligned}
$$

$$
\begin{align*}
& \left(q_{2 A}{ }^{\prime}=q_{1}{ }^{\prime}-q\right) ;\left(q_{2 B}{ }^{\prime}=q_{1}{ }^{\prime}+q\right) ;\left(q_{2 C}{ }^{\prime}=-q_{1}{ }^{\prime}-q\right) ;\left(q_{2 D}{ }^{\prime}=-q_{1}{ }^{\prime}+q\right) \text {; } \\
& \left(q_{2 A}=q_{1}-q\right) ;\left(q_{2 B}=q_{1}+q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right): \\
& w\left(q_{1}\right) w\left(q_{1}{ }^{\prime}\right) v_{g}\left(q_{1}\right) v_{g}\left(q_{1}{ }^{\prime}\right) A\left(q_{1}, t\right) A\left(q_{1}{ }^{\prime}, 0\right) \times \\
& \sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}} \sum /\left[\begin{array}{l}
A\left(q_{2 A}{ }^{\prime}, 0\right) w\left(q_{2 A}{ }^{\prime}\right) \exp \left(i\left(-\varphi\left(q_{1}{ }^{\prime}\right)+\varphi\left(q_{2 A}{ }^{\prime}\right)\right)\right) \\
+A\left(q_{2 B}{ }^{\prime}, 0\right) w\left(q_{2 B}{ }^{\prime}\right) \exp \left(-i\left(-\varphi\left(q_{1}{ }^{\prime}\right)+\varphi\left(q_{2 B}{ }^{\prime}\right)\right)\right) \\
-A\left(q_{2 C}{ }^{\prime}, 0\right) w\left(q_{2 C}{ }^{\prime}\right) \exp \left(-i\left(-\varphi\left(q_{1}{ }^{\prime}\right)-\varphi\left(q_{2 C}{ }^{\prime}\right)\right)\right) \\
-A\left(q_{2 D}{ }^{\prime}, 0\right) w\left(q_{2 D}{ }^{\prime}\right) \exp \left(i\left(-\varphi\left(q_{1}{ }^{\prime}\right)-\varphi\left(q_{2 D}{ }^{\prime}\right)\right)\right)
\end{array}\right]  \tag{6.77}\\
& \times\left[\begin{array}{l}
A\left(q_{2 A}, t\right) w\left(q_{2 A}\right) \exp \left(-i\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)\right) \\
+A\left(q_{2 B}, t\right) w\left(q_{2 B}\right) \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 B}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2 B}\right)\right)\right) \\
-A\left(q_{2 C}, t\right) w\left(q_{2 C}\right) \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 C}\right)\right)\right) \\
-A\left(q_{2 D}, t\right) w\left(q_{2 D}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 D}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2 D}\right)\right)\right)
\end{array}\right] /
\end{align*}
$$

Consider the product of the first term in the lower bracket and with all the terms in the upper bracket:

$$
\begin{aligned}
& \left(q_{2 A}{ }^{\prime}=q_{1}{ }^{\prime}-q\right) ;\left(q_{2 B}{ }^{\prime}=q_{1}{ }^{\prime}+q\right) ;\left(q_{2 C}{ }^{\prime}=-q_{1}{ }^{\prime}-q\right) ;\left(q_{2 D}{ }^{\prime}=-q_{1}{ }^{\prime}+q\right) \text {; } \\
& \left(q_{2 A}=q_{1}-q\right) ;\left(q_{2 B}=q_{1}+q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right):
\end{aligned}
$$

Non-zero correlations are possible only if the phase angles cancel off as the ensemble average of the exponential of any phase angle goes to zero. This gives $q_{1}=q_{1}$ ':

$$
\left.\begin{array}{c}
\left(q_{2 A}=q_{1}-q\right) ;\left(q_{2 B}=q_{1}+q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right): \\
=\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left(\left[\begin{array}{l}
w^{2}\left(q_{1}\right) v_{g}^{2}\left(q_{1}\right) A\left(q_{1}, t\right) A\left(q_{1}, 0\right) \times \\
{\left[\binom{A\left(q_{2 A}, 0\right) A\left(q_{2 A}, t\right) w^{2}\left(q_{2 A}\right) \times}{\exp \left(-i\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t\right)}\right.} \\
+\binom{A\left(q_{2 B}, 0\right) w\left(q_{2 B}\right) A\left(q_{2 A}, t\right) w\left(q_{2 A}\right) \times}{\exp \left(-i\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-2 \varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)+\varphi\left(q_{2 B}\right)\right)} \\
-\binom{A\left(q_{2 C}, 0\right) w\left(q_{2 C}\right) A\left(q_{2 A}, t\right) w\left(q_{2 A}\right) \times}{\exp \left(-i\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t-2 \varphi\left(q_{1}\right)+\varphi\left(q_{2 A}\right)--\varphi\left(q_{2 C}\right)\right)} \\
-\binom{A\left(q_{2 D}, 0\right) w\left(q_{2 D}\right) A\left(q_{2 A}, t\right) w\left(q_{2 A}\right) \times}{\exp \left(-i\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t+\varphi\left(q_{2 A}\right)+\varphi\left(q_{2 D}\right)\right)}
\end{array}\right)\right. \tag{6.79}
\end{array}\right)
$$

The phase angles again will not cancel off for the last three terms giving a zero ensemble average for the exponential:

$$
\begin{align*}
& \quad\left(q_{2 A}=q_{1}-q\right) ;\left(q_{2 B}=q_{1}+q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right): \\
& =\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left\langle\begin{array}{l}
w^{2}\left(q_{1}\right) v_{g}^{2}\left(q_{1}\right) A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2 A}, 0\right) A\left(q_{2 A}, t\right) w^{2}\left(q_{2 A}\right) \\
\times \exp \left(-i\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t\right)
\end{array}\right\rangle \tag{6.80}
\end{align*}
$$

A similar argument can be used for the other terms from the product in Eqn. (6.77) to give:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)=\frac{N}{16 V^{2}} \times \\
& \qquad\left(q_{2 A}=q_{1}-q\right) ;\left(q_{2 B}=q_{1}+q\right) ;\left(q_{2 C}=-q_{1}-q\right) ;\left(q_{2 D}=-q_{1}+q\right): \\
& \sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\binom{w^{2}\left(q_{1}\right) v_{g}^{2}\left(q_{1}\right) A\left(q_{1}, t\right) A\left(q_{1}, 0\right) \times}{\left[\begin{array}{l}
A\left(q_{2 A}, 0\right) A\left(q_{2 A}, t\right) w^{2}\left(q_{2 A}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t\right)\right) \\
+A\left(q_{2 B}, 0\right) A\left(q_{2 B}, t\right) w^{2}\left(q_{2 B}\right) \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 B}\right)\right) t\right)\right) \\
+A\left(q_{2 C}, 0\right) A\left(q_{2 C}, t\right) w^{2}\left(q_{2 C}\right) \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t\right)\right) \\
+A\left(q_{2 D}, 0\right) A\left(q_{2 D}, t\right) w^{2}\left(q_{2 D}\right) \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 D}\right)\right) t\right)\right)
\end{array}\right)} \tag{6.81}
\end{align*}
$$

Splitting the terms and removing constants out from the ensemble average:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)=\frac{N}{16 V^{2}} \times \\
& {\left[\begin{array}{c}
\sum_{-\frac{\pi}{a}<q_{1} \leqslant \frac{\pi}{a}}\left\langle A\left(q_{2 A}=q_{1}-q\right):\left(w\left(q_{1}\right) w\left(q_{2 A}\right) v_{g}\left(q_{1}\right)\right)^{2} \times\right. \\
\left.\hline\left(q_{1}, 0\right) A\left(q_{2 A}, 0\right) A\left(q_{2 A}, t\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t\right)\right)
\end{array}\right.} \\
& \begin{array}{c}
\left(q_{2 B}=q_{1}+q\right):\left(w\left(q_{1}\right) w\left(q_{2 B}\right) v_{g}\left(q_{1}\right)\right)^{2} \times \\
+\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2 B}, 0\right) A\left(q_{2 B}, t\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2 B}\right)\right) t\right)\right)
\end{array}  \tag{6.82}\\
& +\sum\left(q_{2 C}=-q_{1}-q\right):\left(w\left(q_{1}\right) w\left(q_{2 C}\right) v_{g}\left(q_{1}\right)\right)^{2} \times \\
& +\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2 C}, 0\right) A\left(q_{2 C}, t\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t\right)\right) \\
& {\left[\begin{array}{c}
\left(q_{2 D}=-q_{1}+q\right):\left(w\left(q_{1}\right) w\left(q_{2 D}\right) v_{g}\left(q_{1}\right)\right)^{2} \times \\
+\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2 D}, 0\right) A\left(q_{2 D}, t\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 D}\right)\right) t\right)\right)
\end{array}\right]}
\end{align*}
$$

Recombining terms by using symmetry:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)=\frac{N}{16 V^{2}} \times \\
& {\left[\begin{array}{l}
\left(q_{2 A}=q_{1}-q\right):\left(w\left(q_{1}\right) w\left(q_{2 A}\right) v_{g}\left(q_{1}\right)\right)^{2} \times \\
\sum_{-\frac{\pi}{a}<c_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2 A}, 0\right) A\left(q_{2 A}, t\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2 A}\right)\right) t\right)\right) \\
+\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(-q_{2 A}, 0\right) A\left(-q_{2 A}, t\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2 A}\right)\right) t\right)\right)
\end{array}\right] \\
\quad\left(q_{2 C}=-q_{1}-q\right):\left(w\left(q_{1}\right) w\left(q_{2 C}\right) v_{g}\left(q_{1}\right)\right)^{2} \times \\
+\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2 C}, 0\right) A\left(q_{2 C}, t\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2 C}\right)\right) t\right)\right) \\
+\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(-q_{2 C}, 0\right) A\left(-q_{2 C}, t\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2 C}\right)\right) t\right)\right)
\end{array}\right]
\end{array}\right.} \tag{6.83}
\end{align*}
$$

Further simplifying using symmetry:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)=\frac{N}{16 V^{2}} \times \\
& {\left[\begin{array}{c}
\left(q_{2}=q_{1}-q\right):\left(w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{1}\right)\right)^{2} \times \\
\sum_{-\frac{1}{a}, q_{1}, \frac{\pi}{a}}\left[\begin{array}{l}
\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2}, 0\right) A\left(q_{2}, t\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right) \\
+\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(-q_{2}, 0\right) A\left(-q_{2}, t\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right) \\
+\left\langle A\left(-q_{1}, t\right) A\left(-q_{1}, 0\right) A\left(q_{2}, 0\right) A\left(q_{2}, t\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right) \\
+\left\langle A\left(-q_{1}, t\right) A\left(-q_{1}, 0\right) A\left(-q_{2}, 0\right) A\left(-q_{2}, t\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right)
\end{array}\right]
\end{array}\right]} \tag{6.84}
\end{align*}
$$

Symmetry of the wave vector space implies that:

$$
\begin{equation*}
\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2}, 0\right) A\left(q_{2}, t\right)\right\rangle=\left\langle A\left(-q_{1}, t\right) A\left(-q_{1}, 0\right) A\left(-q_{2}, 0\right) A\left(-q_{2}, t\right)\right\rangle \tag{6.85}
\end{equation*}
$$

Using the above condition gives:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)=\frac{N}{16 V^{2}} \times \\
& {\left[\begin{array}{c}
\left(q_{2}=q_{1}-q\right):\left(w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{1}\right)\right)^{2} \times \\
\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2}, 0\right) A\left(q_{2}, t\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right) \\
+\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(-q_{2}, 0\right) A\left(-q_{2}, t\right)\right\rangle \exp \left(i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right) \\
+\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(-q_{2}, 0\right) A\left(-q_{2}, t\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right) \\
+\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2}, 0\right) A\left(q_{2}, t\right)\right\rangle \exp \left(-i\left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)\right)
\end{array}\right]
\end{array}\right]} \tag{6.86}
\end{align*}
$$

Merging terms:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)= \\
& \frac{N}{8 V^{2}}\left[\begin{array}{c}
\left(q_{2}=q_{1}-q\right):\left(w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{1}\right)\right)^{2} \times \\
\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(q_{2}, 0\right) A\left(q_{2}, t\right)\right\rangle \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right) \\
+\left\langle\left\langle A\left(q_{1}, t\right) A\left(q_{1}, 0\right) A\left(-q_{2}, 0\right) A\left(-q_{2}, t\right)\right\rangle \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right.
\end{array}\right]
\end{array}\right] \tag{6.87}
\end{align*}
$$

For a harmonic interaction, the mode amplitudes do not interact and are independent of time. Thus:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)= \\
& \frac{1}{2 N V^{2}}\left[\sum_{\left.-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}\left[v_{g}{ }^{2}\left(q_{1}\right)\left(\cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)+\cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right)\right]\right]}\left(q_{1}-q\right):\left(\frac{N}{2} w^{2}\left(q_{1}\right)\left\langle A^{2}\left(q_{1}\right)\right\rangle\right)\left(\frac{N}{2} w^{2}\left(q_{2}\right)\left\langle A^{2}\left(q_{2}\right)\right\rangle\right)\right] \tag{6.88}
\end{align*}
$$

Thus, using the relation for energy associated with a mode, the heat current normal mode correlation for a perfect 1-D harmonic oscillator chain is given by:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)= \\
& \frac{\left(k_{B} T\right)^{2}}{2 N V^{2}}\left[\sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left(q_{2}=q_{1}-q\right):\right.  \tag{6.89}\\
& \left.\left[v_{g}{ }^{2}\left(q_{1}\right)\left(\cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)+\cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right)\right]\right]
\end{align*}
$$

### 6.6 Dispersion

The energy and heat current normal mode correlation in terms of pair contributions from individual phonon modes is derived in the previous section. It is also shown previously that
for a perfect harmonic oscillaotor chain, the correlation depends only on the system temperature as well as the individual phonon frequencies and group velocities; the exact expressions are derived in Chapter 2. On substitution, the dispersion relation for the energy and heat current normal modes can be obtained. The following relations will be used for more compact notation:

$$
\begin{align*}
& w(q)=C_{w}\left|\sin \left(\frac{q a}{2}\right)\right|  \tag{6.90}\\
& v_{g}(q)=C_{v}\left|\cos \left(\frac{q a}{2}\right)\right| \frac{q}{|q|} \tag{6.91}
\end{align*}
$$

where:

$$
\begin{align*}
C_{w} & =\sqrt{\frac{4 C}{m}}  \tag{6.92}\\
C_{v} & =a \sqrt{\frac{C}{m}} \tag{6.93}
\end{align*}
$$

### 6.6.1 Energy normal mode dispersion

Substituting the expressions for the frequencies and group velocities for a linear chain into Eqn. (6.76):

$$
\begin{align*}
& E_{\text {corr }}^{N M}(q, t)=\frac{\left(k_{B} T\right)^{2}}{2 N} \times \\
& \quad\left[\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{1}+q}{\left|q_{1}+q\right|} \cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|-\left|\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right|\right) t\right)\right]  \tag{6.94}\\
& \sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[+\left(1-\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{1}+q}{\left|q_{1}+q\right|} \cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|+\left|\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right|\right) t\right)\right]
\end{align*}
$$

Separating terms:

$$
\begin{align*}
& E_{c o r r}^{N M}(q, t)=\frac{\left(k_{B} T\right)^{2}}{2 N} \times \\
& {\left[\begin{array}{l}
\sum_{-\frac{\pi}{a}<q_{1}<-q}\left[\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{1}+q}{\left|q_{1}+q\right|} \cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\left.\left|\sin \left(\frac{q_{1} a}{2}\right)\right|-\left|\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right| \right\rvert\,\right) t\right)\right] \\
\left.\left\lvert\, 1-\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{1}+q}{\left|q_{1}+q\right|} \cos \left(\frac{q a}{2}\right)\right.\right)^{2} \cos \left(C_{w}\left(\left.\left|\sin \left(\frac{q_{1} a}{2}\right)\right|+\left|\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right| \right\rvert\, t\right)\right]
\end{array}\right]} \\
& \sum_{-q<q_{1}<0}\left[\begin{array}{l}
\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{1}+q}{\left|q_{1}+q\right|} \cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\left.\left|\sin \left(\frac{q_{1} a}{2}\right)\right|-\left|\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right| \right\rvert\, t\right)\right] \\
\left.+\left(1-\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{1}+q}{\left|q_{1}+q\right|} \cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|+\left|\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right|\right) t\right)\right]
\end{array}\right.  \tag{6.95}\\
& {\left[\begin{array}{l}
\sum_{0<q_{1}<\frac{\pi}{a}}\left[\left(1+\frac{q_{1}}{\left|q_{1}\right|} \left\lvert\, \frac{q_{1}+q}{\left|q_{1}+q\right|} \cos \left(\frac{q a}{2}\right)\right.\right)^{2} \cos \left(C_{w}\left(\left.\left|\sin \left(\frac{q_{1} a}{2}\right)\right|-\left|\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right| \right\rvert\, t\right)\right]\right. \\
\left|q_{1}\right| \\
\left|q_{1}+q\right| \\
\mid q_{1}+q \\
\left.\left.\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|+\left|\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right|\right) t\right)\right]
\end{array}\right.}
\end{align*}
$$

## Evaluating the modulus operator:

$$
\begin{align*}
& E_{\text {corr }}^{N M}(q, t)=\frac{\left(k_{B} T\right)^{2}}{2 N} \times \\
& {\left[\begin{array}{l}
\sum_{-\frac{\pi}{a}<q_{1}<-q}\left[\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(-\sin \left(\frac{q_{1} a}{2}\right)+\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right) t\right)\right] \\
\\
\sum_{-q<q_{1}<0}\left[\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(-\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right) t\right)\right] \\
{\left[\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(-\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right)\right)^{2} \cos \left(C_{w}\left(-\sin \left(\frac{q_{1} a}{2}\right)+\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right) t\right)\right]} \\
\sum_{0<q_{1}<\frac{\pi}{a}}^{a}\left[\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right) t\right)\right]
\end{array}\right]}
\end{align*}
$$

Merging terms:

$$
\begin{align*}
& E_{\text {corr }}^{N M}(q, t)=\frac{\left(k_{B} T\right)^{2}}{2 N} \times \\
& {\left[\begin{array}{l}
\sum_{-\frac{\pi}{a}<q_{1}<0}\left[\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(-\sin \left(\frac{q_{1} a}{2}\right)+\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right) t\right)\right] \\
\sum_{0<q_{1}<\frac{\pi}{a}}\left[\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(-\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right) t\right)\right] \\
\left.\left[\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right) t\right)\right]
\end{array}\right]} \tag{6.97}
\end{align*}
$$

## Changing limits of summation:

$$
\begin{align*}
& E_{\text {corr }}^{N M}(q, t)=\frac{\left(k_{B} T\right)^{2}}{2 N} \times \\
& {\left[\sum_{0<q_{1}<\frac{\pi}{a}}\left[\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)+\sin \left(\frac{\left(-q_{1}+q\right) a}{2}\right)\right) t\right)\right]\right.}  \tag{6.98}\\
& {\left[\begin{array}{l}
\left.\sum_{0<q_{1}<\frac{\pi}{a}}^{a}\left[\left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{\left(-q_{1}+q\right) a}{2}\right)\right) t\right)\right] \\
{\left[\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right) t\right)\right]\right.}
\end{array}\right.}
\end{align*}
$$

## Combining terms:

$$
\begin{align*}
& E_{\text {corr }}^{N M}(q, t)=\frac{\left(k_{B} T\right)^{2}}{2 N} \times \\
& \sum_{0<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right) t\right) \\
+\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)+\sin \left(\frac{\left(q_{1}+q\right) a}{2}\right)\right) t\right) \\
\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)+\sin \left(\frac{\left(-q_{1}+q\right) a}{2}\right)\right) t\right) \\
+\left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{\left(-q_{1}+q\right) a}{2}\right)\right) t\right.
\end{array}\right] \tag{6.99}
\end{align*}
$$

## Expanding the sine terms:

$$
\begin{align*}
& E_{\text {corr }}^{N M}(q, t)=\frac{\left(k_{B} T\right)^{2}}{2 N} \times \\
& \sum_{0<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)-\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right) \\
\left.+\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)+\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)+\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right) \\
\left.\left.\left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)+\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right) \\
+\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)+\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)-\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)
\end{array}\right] \tag{6.100}
\end{align*}
$$

## Simplifying:

$$
\begin{align*}
& E_{\text {corr }}^{N M}(q, t)=\frac{\left(k_{B} T\right)^{2}}{2 N} \times \\
&  \tag{6.101}\\
& \sum_{0<q_{1}-\frac{\pi}{a}}\left[\begin{array}{l}
\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)-\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right) \\
\left.+\left(1+\cos \left(\frac{q a}{2}\right)\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)+\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right) \\
+\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)+\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)
\end{array}\right]
\end{align*}
$$

Using the relation given in Eqn. (6.90):

$$
\begin{align*}
& E_{\text {corr }}^{N M}(q, t)=\frac{\left(k_{B} T\right)^{2}}{2 N} \times \\
& \sum_{0<q_{1} \leqslant \frac{\pi}{a}}\left[\begin{array}{l}
\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\left(w\left(q_{1}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)+w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right) \\
+\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\left(w\left(q_{1}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)-w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right) \\
+\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\left(w\left(q_{1}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)+w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right. \\
+\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\left(w\left(q_{1}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)-w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)
\end{array}\right] \tag{6.102}
\end{align*}
$$

Thus the energy normal mode correlation can be simplified as contributions from the four terms as shown in the Eqn. (6.102) above. The frequency of the cosine term due to each of these terms is shown in Figure 6.2 to Figure 6.5 as a function of wave vectors $q$ and $q_{1}$.

The first term is given by $\cos \left(\left(w\left(q_{1}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)+w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)$


Figure 6.2: Variation of frequency with wave vector $q$ for different values of $q_{1}$ from the first term in Eqn. (6.102).

The second term is given by $\cos \left(\left(w\left(q_{1}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)-w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)$


Figure 6.3: Variation of frequency with wave vector $q$ for different values of $q_{1}$ from the second term in Eqn. (6.102).

The third term is given by $\cos \left(\left(w\left(q_{1}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)+w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)$


Figure 6.4: Variation of frequency with wave vector $q$ for different values of $q_{1}$ from the third term in Eqn. (6.102).

And the fourth term is given by $\cos \left(\left(w\left(q_{1}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)-w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)$


Figure 6.5: Variation of frequency with wave vector $q$ for different values of $q_{1}$ from the fourth term in Eqn. (6.102).

Clearly, a wide spread of frequencies is observed. However, the third term from the Eqn. (6.102) contributes a narrow band as shown in Figure 6.4. Thus, it is expected that this term would dominate in the dispersion curve. The dispersion due to each of the terms is presented in Figure 6.6 to Figure 6.9. In these figures, the dominance of each frequency for a given wave vector is represented by specific colors - bright red represents the most dominant mode while blue represents the weakest modes.

First term: $\frac{\left(k_{B} T\right)^{2}}{2 N} \sum_{0<q_{1}<\frac{\pi}{a}}\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\left(w\left(q_{1}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)+w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)$


Figure 6.6: Dispersion due to the first term in Eqn. (6.102).

Second term: $\frac{\left(k_{B} T\right)^{2}}{2 N} \sum_{0<q_{1}<\frac{\pi}{a}}\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\left(w\left(q_{1}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)-w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)$


Figure 6.7: Dispersion due to the second term in Eqn. (6.102).

Third term: $\frac{\left(k_{B} T\right)^{2}}{2 N} \sum_{0<q_{1}<\frac{\pi}{a}}\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\left(w\left(q_{1}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)+w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)$


Figure 6.8: Dispersion due to the third term in Eqn. (6.102).

Fourth term: $\frac{\left(k_{B} T\right)^{2}}{2 N} \sum_{0<q_{1}-\frac{\pi}{a}}\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2} \cos \left(\left(w\left(q_{1}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)-w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)$


Figure 6.9: Dispersion due to the fourth term in Eqn. (6.102).

Adding the contributions from all the terms of Eqn. (6.102), the net dispersion for the energy normal mode correlation is shown in Figure 6.10, with the left panel having the color bar in linear scale while the right panel having the color bar in log scale to highlight the smaller peaks in frequency. As expected, the third term dominates the overall dispersion curve. Also, it is interesting to observe that the most prominent branch in the dispersion of energy normal modes is nearly linear i.e. a dispersion of a form $w=c q$. This is similar to the dispersion of a displacement wave in a continuous medium. Thus, the phase velocity of the energy waves appears to be independent of the wavelength. Another high-frequency branch is also observed which vanishes for larger wavelengths. It may be noted that unlike the phonon dispersion, the Fourier transform of the energy normal modes do not show sharp peaks but a spread around the peak values as it is populated by a contribution from several nearby frequencies.


Figure 6.10: Energy normal mode dispersion from Eqn. (6.102) in (left) linear scale and (right) $\log$ scale.

### 6.6.2 Heat current normal mode dispersion

A similar derivation will be performed for the heat current. First define:

$$
\begin{equation*}
J_{0}=\frac{\left(k_{B} T\right)^{2}}{2 N V^{2}} C_{v}{ }^{2} \tag{6.103}
\end{equation*}
$$

Thus the heat current normal mode correlation is given by:

$$
\begin{equation*}
J_{\text {corr }}^{N M}(q, t)=\sum_{-\frac{\pi}{a}<c_{1}<\frac{\pi}{a}\left[\left(\cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t\right)+\cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t\right)\right)\right]}\left(q_{2}=q_{1}\right): J_{0} \cos ^{2}\left(\frac{q_{1} a}{2}\right) \times \tag{6.104}
\end{equation*}
$$

Substituting the expressions for the frequencies and group velocities for a linear chain into the above relation:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)= \\
& \sum_{-\frac{\pi}{a}<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
J_{0} \cos ^{2}\left(\frac{q_{1} a}{2}\right) \times \\
{\left[\begin{array}{l}
\cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|-\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)+\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)+ \\
\cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|+\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)-\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)
\end{array}\right]}
\end{array}\right] \tag{6.105}
\end{align*}
$$

Separating terms:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)= \\
& \sum_{-\frac{\pi}{a}<q_{1}<0}\left[\begin{array}{l}
J_{0} \cos ^{2}\left(\frac{q_{1} a}{2}\right) \times \\
\left.\left[\begin{array}{l}
\left.\cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|-\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)+\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)+\right] \\
\cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|+\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)-\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)
\end{array}\right]\right]
\end{array}\right] \\
& +\sum_{0<q_{1}<\frac{\pi}{a}}^{a}\left[\begin{array}{l}
J \cos ^{2}\left(\frac{q_{1} a}{2}\right) \times \\
\left.\left[\begin{array}{l}
\left.\cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|-\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)+\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)+\right] \\
\left.\cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|+\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)-\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)\right]
\end{array}\right]\right)
\end{array}\right] \tag{6.106}
\end{align*}
$$

Changing limits of the summation:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)= \\
& \left(\begin{array}{l}
\sum_{0<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
J_{0} \cos ^{2}\left(\frac{-q_{1} a}{2}\right) \times \\
{\left[\begin{array}{l}
\left.\cos \left(C_{w}\left(\left|\sin \left(\frac{-q_{1} a}{2}\right)\right|-\sin \left(\frac{-q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)+\cos \left(\frac{-q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)+\right] \\
\cos \left(C_{w}\left(\left|\sin \left(\frac{-q_{1} a}{2}\right)\right|+\sin \left(\frac{-q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)-\cos \left(\frac{-q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)
\end{array}\right]}
\end{array}\right] \\
+\left[\begin{array}{l}
J \cos ^{2}\left(\frac{q_{1} a}{2}\right) \times \\
{\left[\begin{array}{l}
0<q_{1}<\frac{\pi}{a} \\
\left.\cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|-\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)+\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)+\right] \\
\left.\cos \left(C_{w}\left(\left|\sin \left(\frac{q_{1} a}{2}\right)\right|+\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)-\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)\right]
\end{array}\right]}
\end{array}\right)
\end{array} .\right]
\end{align*}
$$

## Evaluating the modulus operator:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)= \\
& \sum_{0<q_{1} \leq \frac{\pi}{a}}\left[\begin{array}{l}
{\left[\begin{array}{l}
J_{0} \cos ^{2}\left(\frac{q_{1} a}{2}\right) \times \\
{\left[\cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)+\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)+\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)+\right]} \\
\left.\cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)-\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)\right]
\end{array}\right]} \\
\left.+\sum_{0<q_{1}<\frac{\pi}{a}}^{\sum_{0}}\left[\begin{array}{l}
{\left[\begin{array}{l}
J \cos ^{2}\left(\frac{q_{1} a}{2}\right) \times \\
\left.\cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)-\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)+\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)+\right] \\
\cos \left(C_{w}\left(\sin \left(\frac{q_{1} a}{2}\right)+\sin \left(\frac{q_{1} a}{2}\right) \cos \left(\frac{q a}{2}\right)-\cos \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q a}{2}\right)\right) t\right)
\end{array}\right]}
\end{array}\right]\right)
\end{array}\right) \tag{6.108}
\end{align*}
$$

Combining terms:

$$
\begin{align*}
& J_{\text {corr }}^{N M}(q, t)= \\
& {\left[J_{0} \cos ^{2}\left(\frac{q_{r_{1}} a}{2}\right) \exp \left(\frac{-t}{\tau_{r_{1}}}\right) \exp \left(\frac{-t}{\tau_{r_{2}}}\right) \times\right.} \\
& {\left[\cos \left(C_{w}\left(\sin \left(\frac{q_{r} a}{2}\right)+\sin \left(\frac{q_{r^{i}}}{2}\right) \cos \left(\frac{\alpha a}{2}\right)+\cos \left(\frac{q_{r_{i}} a}{2}\right) \sin \left(\frac{\alpha a}{2}\right)\right) t\right)+\right]} \\
& \sum_{0<q_{n}<\frac{\pi}{a}} \cos \left(C_{w}\left(\sin \left(\frac{q_{r_{\mathrm{i}}} a}{2}\right)-\sin \left(\frac{q_{r_{\mathrm{i}}} a}{2}\right) \cos \left(\frac{\alpha a}{2}\right)-\cos \left(\frac{q_{r_{1}} a}{2}\right) \sin \left(\frac{\alpha a}{2}\right)\right) t\right)+  \tag{6.109}\\
& \cos \left(C_{w}\left(\sin \left(\frac{q_{r_{1}} a}{2}\right)-\sin \left(\frac{q_{r_{\mathrm{i}}} a}{2}\right) \cos \left(\frac{\alpha a}{2}\right)+\cos \left(\frac{q_{r_{\mathrm{i}}} a}{2}\right) \sin \left(\frac{\alpha a}{2}\right)\right) t\right)+ \\
& {\left[\cos \left(C_{w}\left(\sin \left(\frac{q_{r^{\prime}} a}{2}\right)+\sin \left(\frac{q_{r^{2}} a}{2}\right) \cos \left(\frac{\alpha a}{2}\right)-\cos \left(\frac{q_{r_{\mathrm{i}}} a}{2}\right) \sin \left(\frac{\alpha a}{2}\right)\right) t\right)\right]}
\end{align*}
$$

Using the relation given in Eqn. (6.90):

$$
J_{\text {corr }}^{N M}(q, t)=\sum_{0<q_{1}<\frac{\pi}{a}}\left[\begin{array}{l}
J_{0} \cos ^{2}\left(\frac{q_{1} a}{2}\right) \times  \tag{6.110}\\
\left.\left[\begin{array}{l}
\cos \left(\left(\begin{array}{l}
\left.\left.w\left(q_{1}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)+w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)+ \\
\left.\cos \left(\left(\begin{array}{l}
w
\end{array}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)-w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)+ \\
\cos \left(\left(\begin{array}{l}
\left.\left.w\left(q_{1}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)+w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)
\end{array}\right]+\right. \\
\cos \left(\left(\begin{array}{l}
\left.\left.w\left(q_{1}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)-w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)
\end{array}\right]\right.
\end{array}\right]\right.
\end{array}\right] .\right] ~
\end{array}\right.
$$

Thus the heat current normal mode correlation can also be simplified as contributions from the four terms as shown in the Eqn. (6.110) above. The frequency of the cosine term due to each of these terms is same as that observed in Eqn. (6.102), and have already been shown in Figure 6.2 to Figure 6.5 as a function of wavevectors $q$ and $q_{1}$. However, the pre-multipliers for these terms are different from those in the energy normal mode correlation, and hence the net dispersion due to these will be different. The dispersion due to each of these terms is shown in Figure 6.11 to Figure 6.14.

First term: $\sum_{0<q_{1}<\frac{\pi}{a}}\left[J_{0} \cos ^{2}\left(\frac{q_{1} a}{2}\right)\left[\cos \left(\left(w\left(q_{1}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)+w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)\right]\right]$


Figure 6.11: Dispersion due to the first term in Eqn. (6.110).

Second term: $\sum_{0<q_{1}<\frac{\pi}{a}}\left[J_{0} \cos ^{2}\left(\frac{q_{1} a}{2}\right)\left[\cos \left(\left(w\left(q_{1}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)-w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)+\right]\right]$


Figure 6.12: Dispersion due to the second term in Eqn. (6.110).

Third term: $\sum_{0<q_{1}<\frac{\pi}{a}}\left[J_{0} \cos ^{2}\left(\frac{q_{1} a}{2}\right)\left[\cos \left(\left(w\left(q_{1}\right)\left(1-\cos \left(\frac{q a}{2}\right)\right)+w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)+\right]\right]$


Figure 6.13: Dispersion due to the third term in Eqn. (6.110).

Fourth term: $\sum_{0<q_{1}<\frac{\pi}{a}}\left[J_{0} \cos ^{2}\left(\frac{q_{1} a}{2}\right)\left[\cos \left(\left(w\left(q_{1}\right)\left(1+\cos \left(\frac{q a}{2}\right)\right)-w(q) \cos \left(\frac{q_{1} a}{2}\right)\right) t\right)\right]\right]$


Figure 6.14: Dispersion due to the fourth term in Eqn. (6.110).

Adding the contributions from all the terms of Eqn. (6.110), the net dispersion for the heat current normal mode correlation is shown in Figure 6.15, with the left panel having the color bar in linear scale while the right panel having the color bar in log scale to highlight the smaller peaks in frequency. Again, the third term dominates the overall dispersion curve. The dispersion curve is quite similar to that of the energy normal modes with the most prominent branch being nearly linear. However, for this case, the linear branch is sharper with a smaller spread over other frequencies.


Figure 6.15: Heat current dispersion from Eqn. (6.110) in (left) linear scale and (right) log scale.

### 6.7 Atomistic Simulations

Atomistic simulations are performed for a linear monoatomic chain to test the theoretical results derived in the previous sections, and to investigate the effect of anharmonicity. The system configuration for these simulations is identical to that used in Chapter 4.


Figure 6.16: Energy dispersion (color bar shown in log scale to amplify the smaller peaks) from (left) theory and (right) from simulation.


Figure 6.17: Heat current dispersion (color bar is shown in log scale to amplify the smaller peaks) from (left) theory and (right) from simulation.

Figure 6.16 and Figure 6.17 compare the dispersion curves derived in the previous section to those obtained from the simulation using a harmonic potential at 0.5 K for energy and heat current normal modes respectively. Both the curves show excellent agreement with the theoretical predictions. Now the initial correlation is evaluated as:

$$
\begin{equation*}
J_{\text {corr }}^{N M}(q, 0)=\frac{2\left(k_{B} T\right)^{2}}{N V^{2}} \sum_{0<q_{1}-\frac{\pi}{a}} v_{g}^{2}\left(q_{1}\right) \tag{6.111}
\end{equation*}
$$

This gives:

$$
\begin{align*}
& \frac{J_{c o r r}^{N M}(q, 0)}{J_{\text {corr }}^{N M}(0,0)}=1  \tag{6.112}\\
& \frac{J_{\text {corr }}^{N M}(q, 0)_{T_{1}}}{J_{\text {corr }}^{N M}(q, 0)_{T_{2}}}=\left(\frac{T_{1}}{T_{2}}\right)^{2} \tag{6.113}
\end{align*}
$$

Similarly:

$$
\begin{equation*}
E_{\text {corr }}^{N M}(q, 0)=\frac{\left(k_{B} T\right)^{2}}{N} \times \sum_{0<q_{1}<\frac{\pi}{a}}\left[\left(1-\cos \left(\frac{q a}{2}\right)\right)^{2}+\left(1+\cos \left(\frac{q a}{2}\right)\right)^{2}\right] \tag{6.114}
\end{equation*}
$$

Thus implying:

$$
\begin{align*}
& \frac{E_{c o r r}^{N M}(q, 0)}{E_{c o r r}^{N M}(0,0)}=\frac{1+\cos ^{2}\left(\frac{q a}{2}\right)}{2}  \tag{6.115}\\
& \frac{E_{c o r r}^{N M}(q, 0)_{T_{1}}}{E_{c o r r}^{N M}(q, 0)_{T_{2}}}=\left(\frac{T_{1}}{T_{2}}\right)^{2} \tag{6.116}
\end{align*}
$$

Figure 6.18 shows the comparison of the behavior predicted by Eqns. (6.112) and (6.115) to results from the simulations with harmonic interaction. The two sets again show excellent
agreement with the theory. Figure 6.19 shows a similar comparison for Eqns. (6.113) and (6.116); once again the simulation results agree well with the theoretical predictions.


Figure 6.18 Variation of initial correlation with wave vector for both energy and heat current.


Figure 6.19: Ratio of initial correlation at $5 K$ to that at $0.5 K$ for both energy and heat current. The theoretical expected ratio is 100 .


Figure 6.20: Decay of energy correlation for $q=0.02(\pi / a)$ for harmonic interaction.


Figure 6.21: Decay of energy correlation for $q=0.2(\pi / a)$ with harmonic interaction.

Figure 6.20 and Figure 6.21 show the time evolution of the energy normal mode correlation for $q=0.02(\pi / a)$ and $q=0.2(\pi / a)$, respectively. The simulation results reasonable conformance to the theoretical prediction. It is interesting to note that the curves appear to
show an oscillatory decay, which does not arise from the decay of phonon modes, but rather from a superposition of multiple frequencies going out of phase - an effect similar to the formation of a wave packet.


Figure 6.22: Time evolution of energy normal mode correlation for LJ and harmonic potentials with 1000 atoms at 0.5 K for (left) $q=0.02(\pi / a)$ and (right) $q=0.2(\pi / a)$.


Figure 6.23: Time evolution of energy normal mode correlation for $q=0.02$ ( $\pi / a$ ) for (left)
harmonic and (right) LJ potentials.


Figure 6.24: Time evolution of energy normal mode correlation for $q=0.2$ ( $\pi / a$ ) for (left) harmonic and (right) LJ potentials.

The anharmonicity allows the phonon modes to interact with the LJ potential (phonon-phonon scattering), and the phonon correlations will thus decay exponentially. Thus the time evolution of the energy normal modes will also be modified by this decay. A comparison of the behavior of the correlation for harmonic and LJ interactions is shown in Figure 6.22. For a smaller wave vector, the difference is very negligible as the decay is slow. For a larger wave vector, however, the difference is more prominent, and a sharper decay of the correlation for the LJ interaction is observed due to the phonon-phonon interactions. It is also interesting to see a slight shift in the frequency with the LJ interaction. This behavior can also be understood in terms of crossmode interactions. The amplitude corresponding to every pair contribution will decay based on the cross-mode correlation for that mode (see Eqn. (6.73)). Since the amplitude varies across the modes, the net contribution due to each pair will be different. Thus an overall decay in the frequency, which is slightly different from what is expected in the absence of cross-mode interaction, is observed.

Figure 6.23 and Figure 6.24 shows the effect of temperature and size on the energy correlation for $q=0.02(\pi / a)$ and $q=0.2(\pi / a)$, respectively. Clearly, for harmonic potential, there is no significant effect of size and temperature on the decay of the energy correlation. For the LJ interaction, it is observed that the decay is not affected by the size of the chain, but the thermal fluctuations is seen to have a significant effect. As expected, the decay is much faster at a higher temperature due to smaller phonon lifetimes, especially for larger wavevectors. Also, there is a shift in the decay frequency with temperature.

Next the theoretical prediction and the simulation results for the heat current normal mode correlations with harmonic interaction is shown in Figure 6.25 and Figure 6.26 for $q=0.02$ $(\pi / a)$ and $q=0.2(\pi / a)$, respectively. For the shorter wave vector, there is noticeable difference between the theory and prediction; the reason for the discrepancy is not evident now. For the longer wave vector the curves show better agreement. Figure 6.27 compares the behavior of the heat current normal mode correlation for 1000 atoms at 0.5 K for the harmonic and LJ interactions. Again, a sharper decay is observed for the LJ interaction with a small shift in frequency. Figure 6.28 and Figure 6.29 delineate the effect of size and temperature on the heat current normal mode correlation decay for $q=0.02(\pi / a)$ and $q=0.2(\pi / a)$, respectively. As with energy correlations, the harmonic interaction is independent of the system length and temperature, while for the LJ interaction, the decay rate increases with temperature with a small shift in the frequency.


Figure 6.25: Decay of virial heat current normal mode correlation for $q=0.02(\pi / a)$ with the harmonic potential.


Figure 6.26: Decay of virial heat current normal mode correlation for $q=0.2(\pi / a)$ with the harmonic potential.


Figure 6.27: Time evolution of virial heat current normal mode correlation for LJ and harmonic potentials for 1000 atoms at 0.5 K for (left) $q=0.02(\pi / a)$ and (right) $q=0.2(\pi / a)$.


Figure 6.28: Time evolution of virial heat current normal mode correlation for $q=0.02(\pi / a)$ for (left) harmonic and (right) LJ potentials.


Figure 6.29: Time evolution of virial heat current normal mode correlation for $q=0.2$ ( $\pi / a$ ) for (left) harmonic and (right) LJ potentials.

The cut-off length for interactions in the simulations has been set to 1.5 in LJ reduced units to ensure that only nearest neighbor interactions take place. To introduce greater anharmonicity in the interactions, the cut-off distance for interactions is increased to 3.0 in LJ reduced units, thereby activating interactions between second nearest neighbors. An increase in anharmonicity causes an increase in the decay rate of the correlation, and the effect is more prominent for larger wavevectors. Anharmonicity also results in the flattening of the Fourier transform of the normal mode correlations. Thus at higher temperatures, the longer wave vectors merely decay and do not show any prominent oscillations.

The prominent region of the linear branch of the dispersion curve for energy and heat current normal modes is shown in Figure 6.30 and Figure 6.31, respectively. The phonon dispersion branch has been overlaid as solid black lines in both figures for reference. A clear increase in the slope of the dispersion curve is observed with increasing anharmonicity. As previously
discussed, collective excitations of phonon modes arise in low dimensional systems due to anharmonic interactions. These collective excitations cause a reduction in the mode decay times and an increase in the excitation frequencies. Thus, the change in the decay time and frequencies can be used as a metric to quantify these collective excitations.


Figure 6.30: Variation of energy normal mode dispersion with increasing anharmonicity.


Figure 6.31: Variation of virial heat current normal mode dispersion with increasing anharmonicity.

### 6.8 Discussion and Conclusion

The projection in wave vector space i.e., the normal mode projection can be obtained for any spatially varying quantity. If the behavior is non-oscillatory, the correlation of the normal mode projection will simply decay with time. However, if the quantity oscillates forming waves, then the amplitude and frequency of the wave are reflected in the normal mode projection. In this chapter, the amplitude of the energy and heat current waves has been extracted by the normal mode projection.

The displacements and velocities of the atoms due to the phonon modes result in the energy and heat current variation in space. The expression for the energy and heat current of any atom due to these displacements indicates that they form traveling waves. It is fascinating to note that these energy and heat current waves are formed even when the phonons are not interacting. The analysis presented in this chapter shows that these waves arise from the interference between phonon pairs. It may be noted that the normal mode projection will not be able to separate the waves moving in positive and negative directions as the normal mode projections for positive and negative wave vectors are simply conjugate of each other. Thus the amplitude of the normal mode projection will depend on the contributions from waves moving in both positive and negative direction.

During the derivation of the normal mode projection, Eqn. (6.117) and Eqn. (6.118) (shown below) are obtained for energy and heat current respectively.

$$
\begin{align*}
& \frac{1}{4 \sqrt{N}} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right) \times \\
& \left(\binom{\left(\begin{array}{c}
\left.\cos \left(\left(q+q_{1}-q_{2}\right) j a\right)+\cos \left(\left(q-q_{1}+q_{2}\right) j a\right)\right) \\
\times \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)+ \\
i\left(\cos \left(\left(q-q_{1}+q_{2}\right) j a\right)-\cos \left(\left(q+q_{1}-q_{2}\right) j a\right)\right)
\end{array}\right.}{\times \sin \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)}\right) \\
& \chi_{E}(q, t)=\sum_{q_{1}} \sum_{q_{2}} \sum_{j} \times\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right)\right)-  \tag{6.117}\\
& \left(\left(\cos \left(\left(q+q_{1}+q_{2}\right) j a\right)+\cos \left(\left(q-q_{1}-q_{2}\right) j a\right)\right)\right. \\
& \times \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)+ \\
& i\left(\cos \left(\left(q-q_{1}-q_{2}\right) j a\right)-\cos \left(\left(q+q_{1}+q_{2}\right) j a\right)\right) \\
& \left.\times \sin \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \quad\right) \\
& \times\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)\right) \\
& \chi_{J_{p o t}}(q, t)=\sum_{q_{1}} \sum_{q_{2}} \sum_{j}\left[\begin{array}{l}
\frac{1}{4 V \sqrt{N}} A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \\
\left(\begin{array}{l}
\left(\cos \left(\left(q+q_{1}-q_{2}\right) j a\right)+\cos \left(\left(q-q_{1}+q_{2}\right) j a\right)\right) \\
\times \cos \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)+ \\
i\left(\cos \left(\left(q-q_{1}+q_{2}\right) j a\right)-\cos \left(\left(q+q_{1}-q_{2}\right) j a\right)\right) \\
\times \sin \left(\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)- \\
\left(\cos \left(\left(q+q_{1}+q_{2}\right) j a\right)+\cos \left(\left(q-q_{1}-q_{2}\right) j a\right)\right) \\
\times \cos \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)- \\
i\left(\cos \left(\left(q-q_{1}-q_{2}\right) j a\right)-\cos \left(\left(q+q_{1}+q_{2}\right) j a\right)\right) \\
\times \sin \left(\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t-\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)
\end{array}\right)
\end{array}\right] \tag{6.118}
\end{align*}
$$

Now, a pair of phonon modes with wavevectors $q_{1}$ and $q_{2}$ will form wave of energy (or heat current) with wave vector $q$ if and only if one of the following four conditions is satisfied:

$$
\begin{equation*}
q-q_{1}-q_{2}=0, \pm \frac{2 \pi}{a} \tag{6.119}
\end{equation*}
$$

$q-q_{1}+q_{2}=0, \pm \frac{2 \pi}{a}$
$q+q_{1}-q_{2}=0, \pm \frac{2 \pi}{a}$

$$
\begin{equation*}
q+q_{1}+q_{2}=0, \pm \frac{2 \pi}{a} \tag{6.122}
\end{equation*}
$$

As the amplitude of the normal mode for the positive and negative $q$ are the same, the first condition above is equivalent to the fourth condition. Similarly, the second condition is equivalent to the third condition. Consider the first case:

$$
\begin{equation*}
q=q_{1}+q_{2}+G ; G=0, \pm \frac{2 \pi}{a} \tag{6.123}
\end{equation*}
$$

The terms in the Eqn. (6.117) and Eqn. (6.118) which make a non-zero contribution are such that the frequency $w$ follows the relationship:

$$
\begin{equation*}
w=w\left(q_{1}\right)+w\left(q_{2}\right) \tag{6.124}
\end{equation*}
$$

Remarkably, these two conditions happen to be the three-phonon scattering condition in which phonons with modes $q_{1}$ and $q_{2}$ scatter to create a phonon of mode $q$. This condition arises even when the phonons are not interacting (due to a harmonic interaction) for the linear 1-D chain. Similarly, consider the second case:

$$
\begin{equation*}
q_{1}=q+q_{2}+G ; G=0, \pm \frac{2 \pi}{a} \tag{6.125}
\end{equation*}
$$

The terms in the Eqn. (6.117) and Eqn. (6.118) which make a non-zero contribution are such that the frequencies follow the condition:

$$
\begin{equation*}
w\left(q_{1}\right)=w+w\left(q_{2}\right) \tag{6.126}
\end{equation*}
$$

Again, the two conditions are identical to that of three-phonon scattering conditions in which phonons with modes $q$ and $q_{2}$ scatter to create a phonon of mode $q_{1}$. Thus, pairs of phonons with modes $q_{1}$ and $q_{2}$ interfere to create a wave of energy (or heat current) with wavevector $q$ and frequency $w$ such that a phonon with the same frequency and wave vector can produce a three-phonon interaction with the given pair. Further, every energy (or heat current) normal mode will derive contributions from several such pairs. Thus, the Fourier transform of the energy (or heat current) normal mode correlations do not show sharp peaks, but rather a wide spread over a range of frequencies. Thus, the correlation behaves similar to a wave packet in time and appears to decay even when there is no phonon-phonon interaction (which implies no decay in the phonon mode amplitudes).

The phonon scattering conditions are true even in the absence of phonon-phonon interactions i.e. without anharmonicity. Thus the phonon modes can interfere, even when they cannot scatter. Phonon interaction has a two-fold effect on this interference. First, the interaction leads to cross-correlation between phonon mode amplitudes. Second, the frequencies due to highly
correlated pairs are likely to become more prominent, which again points towards a collective excitation of phonon modes. The modes with collective excitation are likely to be more correlated and thus have a greater amplitude in the energy (or heat current) normal modes. Further, the interactions can also cause a decay in the energy (or heat current) normal mode correlation.

Now consider an anharmonic interaction arising due to a cubic term in the potential. In the presence of a cubic term, the energy expression will have an additional term involving a product containing three-phonon modes $q_{1}, q_{2}$ and $q_{3}$. The energy normal mode amplitude for a wave vector $q$ in this case will have finite contributions such that $q, q_{1}, q_{2}$ and $q_{3}$ together satisfy a four-phonon interaction condition. In general, for an $n^{\text {th }}$ order phonon-phonon interaction, it is expected that the energy wave will be produced by interference involving $n+1$ phonon modes. A similar argument holds for the heat current normal modes. While a theoretical derivation for anharmonic interactions has not been attempted in this work, it is expected that the types of phonon interactions will emerge naturally for higher dimensions and for increasing order of anharmonicity. The natural emergence of these modes through energy and heat mode correlations is, perhaps, the most remarkable finding of this dissertation.

## Chapter 7: CONCLUSION

With the recent advances in nanotechnology, there is a growing interest in studying the fundamental mechanisms of energy transport, both at micro and nanoscales. The discovery of low-dimensional materials such as graphene and carbon nanotube (CNT) has heightened the necessity for investigating the key mechanisms of energy transport, not just at nanoscales, but also for systems with lower dimensionality. In this dissertation, the fundamental mechanisms of energy and heat transport is investigated using statistical mechanics first principles and atomistic simulations.

Thermal conduction in solid state electrical insulators has long been associated with the normal mode of the vibrating atoms known as phonons. In the quantum framework, phonons are treated as bosons, which can be described by the Boltzmann kinetic theory. While the concept of phonons is critical to explaining several thermal properties, recent developments are challenging the notion of phonons as the true carriers of heat. In an alternate statistical mechanical framework, which is more fundamental, thermal conduction can be described by the linear response, or equivalently, the Green-Kubo (GK) theory. The GK theory, however, does not lend itself naturally to identify the modes of vibrations in a crystalline state. In the past two decades, several attempts have been made to merge these two disparate theories though with limited success. A primary objective of this dissertation is to develop a theoretical framework that can accommodate the GK and phonon theories while maintaining mathematical and physical consistency.

First, a mathematically consistent general solution to the phonon equation of motion is presented. It is shown that the displacements necessarily should include a left moving and a right moving wave train to satisfy all the internal degrees of freedom. The identification of the amplitudes in $+\mathbf{q}$ and $-\mathbf{q}$ wavevector directions provides a fundamental breakthrough for describing the correct form of heat current modes expressed in normal mode coordinates.

A numerically efficient method based on the ratio of normal mode coordinates of velocity to those of displacements is presented next for determining the phonon dispersion curve. While the theory is known before, the method has never been employed for computing phonon dispersion using atomistic simulations. Case studies on a monoatomic chain, a diatomic chain, and graphene demonstrate that the ratio method outperforms in accuracy and speed over the conventional method of using a fast Fourier transform (FFT).

The most impactful results of the dissertation are presented in Chapters 5 and 6. It is first shown that a real microscopic heat flux in normal mode coordinates can be consistently defined, and the net phonon population can be expressed as a difference in amplitudes along $+\mathbf{q}$ and $-\mathbf{q}$ wave vector directions. It is further demonstarted that phonon-phonon cross-correlations emerge naturally, and can play a dominant role in the thermal transport process, especially for low-dimension systems; the derivation also identifies a correction term for phonon selfcorrelations. Interestingly, the correction from energy correlations leads to phonon lifetimes that are appreciably lower than those estimated using the existing approaches.

For low dimensional systems, it is more appropriate to investigate the local heat current and energy fluctuations in appropriate normal coordinates than to evaluate an ill-defined thermal conductivity. In Chapter 6, the theoretical framework for analyzing local energy and heat current fluctuations in corresponding (energy/flux) normal coordinates is presented. These energy/current modes are then connected to the phonon normal modes that allows the exciting possibility of analyzing energy/heat modes in the framework of more familiar displacement (phonon) normal modes.

The energy/current modes are next derived exactly for a harmonic one-dimensional monoatomic chain; the theoretical prediction is verified subsequently using atomistic simulations. The theoretical derivation reveals a rather intriguing denouement on the possible combinations of phonon modes. Even with harmonic interaction, pairs of phonon modes combine to produce energy/heat modes if and only if they satisfy the three-phonon scattering law. It is known that three-phonon processes are required for thermal dissipation, and the appearance of the three-phonon scattering condition, from the energy/current modes, indicates the distinct possibility of predicting the phonon interaction types directly from the pertinent microscopic variables (energy/current) - a long sought after goal in recent theoretical studies. The three-phonon synergy has the lowest order of interaction, and this condition arises naturally with the interference of energy/heat waves. It is anticipated that if anharmonicity and higher dimensionality are included, higher order processes will evolve naturally without the need to specify or postulate the nature of phonon interactions in thermal transport.
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## APPENDICES

## Appendix A: Properties derived from normal modes for a linear

## monoatomic chain

Consider a linear chain of $N$ atoms with a two-body harmonic potential and only nearest neighbor interaction. The potential due to interaction between a pair of atoms $l$ and $k$ is given by Eqn. (A1) while the equation of motion for an atom $l$ is given by Eqn. (A2):

$$
\begin{align*}
& U_{l k}(t)=\frac{1}{2} C(u(l, t)-u(k, t))^{2}  \tag{A1}\\
& F(l, t)=m \frac{\partial^{2} u(l, t)}{\partial t^{2}}=C(u(l-1, t)-2 u(l, t)+u(l+1, t)) \tag{A2}
\end{align*}
$$

The general solution for the equation of motion is given by:

$$
\begin{equation*}
u(j, t)=\sum_{q} \frac{1}{\sqrt{m}} A(q) \cos \left(q \cdot r_{j}-w(q) t+\phi(q)\right) \tag{A3}
\end{equation*}
$$

The allowed wave vectors and the corresponding frequencies are given by:

$$
\begin{align*}
& q=r \frac{2 \pi}{N a} ; r=0, \pm 1, \pm 2 \ldots . .  \tag{A4}\\
& -\frac{\pi}{a}<q \leq \frac{\pi}{a}  \tag{A5}\\
& w(q)=\sqrt{\frac{4 C}{m}}\left|\sin \left(\frac{q a}{2}\right)\right| \tag{A6}
\end{align*}
$$

The phase and group velocities are given by:

$$
\begin{align*}
& v_{p}(q)=\frac{w(q)}{q}=\frac{1}{q} \sqrt{\frac{4 C}{m}}\left|\sin \left(\frac{q a}{2}\right)\right|  \tag{A7}\\
& v_{g}(q)=\frac{\partial w(q)}{\partial q}=a \sqrt{\frac{C}{m}} \cos \left(\frac{q a}{2}\right) \frac{q}{|q|} \tag{A8}
\end{align*}
$$

The net kinetic energy of an atom $l$ at time $t$ due to contribution from each mode is given by:

$$
\begin{equation*}
K(l, t)=\frac{1}{2} m v(l, t)^{2} \tag{A9}
\end{equation*}
$$

Substituting the general solution from Eqn. (A3) into the above expression:

$$
\begin{equation*}
K(l, t)=\frac{1}{2} m\left(\sum_{q} \frac{1}{\sqrt{m}} w(q) A(q) \sin (q l a-w(q) t+\varphi(q))\right)^{2} \tag{A10}
\end{equation*}
$$

Expanding:

$$
K(l, t)=\frac{1}{2} \sum_{q_{1}} \sum_{q_{2}}\left[\begin{array}{l}
w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right) \times  \tag{A11}\\
\sin \left(q_{1} l a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right) \sin \left(q_{2} l a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)
\end{array}\right]
$$

Thus:

$$
\begin{align*}
& K^{q_{1} q_{2}}(l, t)=\left[\begin{array}{l}
\frac{1}{2} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right) \times \\
\sin \left(q_{1} l a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right) \sin \left(q_{2} l a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)
\end{array}\right]  \tag{A12}\\
& K(l, t)=\sum_{q_{1}} \sum_{q_{2}} K^{q_{1} q_{2}}(l, t) \tag{A13}
\end{align*}
$$

Splitting the sine terms as a difference of cosines:

$$
K^{q_{1} q_{2}}(l, t)=\left[\begin{array}{l}
\frac{1}{4} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right) \times  \tag{A14}\\
\binom{\cos \left(\left(q_{1}-q_{2}\right) l a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)-}{\cos \left(\left(q_{1}+q_{2}\right) l a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)}
\end{array}\right]
$$

Thus the instantaneous kinetic energy of an atom is the sum of the kinetic energies due to the pair contributions from individual modes.

Similarly, the potential energy of an atom $j$ at time $t$ due to contribution from each mode is given by:
$U(l, t)=\frac{1}{4} C\left[(u(l, t)-u(l-1, t))^{2}+(u(l, t)-u(l+1, t))^{2}\right]$

Expanding in terms of normal modes:
$U(l, t)=\frac{1}{4} C\left[\begin{array}{l}\sum_{r_{1}} \sum_{r_{2}}\left(u^{q_{1}}(l, t)-u^{q_{1}}(l-1, t)\right)\left(u^{q_{2}}(l, t)-u^{q_{2}}(l-1, t)\right) \\ +\sum_{r_{1}} \sum_{r_{2}}\left(u^{q_{1}}(l, t)-u^{q_{1}}(l+1, t)\right)\left(u_{j}^{r_{2}}(l, t)-u^{q_{2}}(l+1, t)\right)\end{array}\right]$

$$
\begin{equation*}
U(l, t)=\sum_{\gamma_{1}} \sum_{r_{2}} U^{q_{1} q_{2}}(l, t) \tag{A17}
\end{equation*}
$$

Splitting the pair contribution:

$$
U^{q_{1} q_{2}}(l, t)=\frac{1}{4} C\left[\begin{array}{l}
\left(u^{q_{1}}(l, t)-u^{q_{1}}(l-1, t)\right)\left(u^{q_{2}}(l, t)-u^{q_{2}}(l-1, t)\right)  \tag{A18}\\
+\left(u^{q_{1}}(l, t)-u^{q_{1}}(l+1, t)\right)\left(u^{q_{2}}(l, t)-u^{q_{2}}(l+1, t)\right)
\end{array}\right]
$$

Substituting the general solution from Eqn. (A3) into the above expression:

$$
\begin{align*}
& U^{q_{1} q_{2}}(l, t)= \\
& \frac{C}{4 m}\left[\begin{array}{l}
A\left(q_{1}\right)\left(\cos \left(q_{1} l a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right)-\cos \left(q_{1}(l-1) a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right)\right) \times \\
A\left(q_{2}\right)\left(\cos \left(q_{2} l a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)-\cos \left(q_{2}(l-1) a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)\right)+ \\
A\left(q_{1}\right)\left(\cos \left(q_{1} l a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right)-\cos \left(q_{1}(l+1) a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right)\right) \times \\
A\left(q_{2}\right)\left(\cos \left(q_{2} l a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)-\cos \left(q_{2}(l+1) a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)\right)+
\end{array}\right] \tag{A19}
\end{align*}
$$

Expanding:
$U^{q_{1} q_{2}}(l, t)=\frac{C}{m} A\left(q_{1}\right) A\left(q_{2}\right)\left[\begin{array}{l}\sin \left(-\frac{q_{1} a}{2}\right) \sin \left(q_{1}(l-0.5) a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right) \times \\ \sin \left(-\frac{q_{2} a}{2}\right) \sin \left(q_{2}(l-0.5) a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)+ \\ \sin \left(\frac{q_{1} a}{2}\right) \sin \left(q_{1}(l+0.5) a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right) \times \\ \sin \left(\frac{q_{2} a}{2}\right) \sin \left(q_{2}(l+0.5) a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)\end{array}\right]$

Simplifying:

$$
U^{q_{1} q_{2}}(l, t)=\frac{C}{m} A\left(q_{1}\right) A\left(q_{2}\right) \sin \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q_{2} a}{2}\right)\left[\begin{array}{l}
\sin \left(q_{1}(l-0.5) a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right) \times  \tag{A21}\\
\sin \left(q_{2}(l-0.5) a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)+ \\
\sin \left(q_{1}(l+0.5) a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right) \times \\
\sin \left(q_{2}(l+0.5) a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)
\end{array}\right]
$$

Splitting the sine terms as a difference of cosines:

$$
U^{q_{1} q_{2}}(l, t)=\left(\begin{array}{l}
\frac{C A\left(q_{1}\right) A\left(q_{2}\right)}{2 m} \sin \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q_{2} a}{2}\right) \times  \tag{A22}\\
{\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right)(l-0.5) a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \\
-\cos \left(\left(q_{1}+q_{2}\right)(l-0.5) a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right) \\
\cos \left(\left(q_{1}-q_{2}\right)(l+0.5) a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \\
-\cos \left(\left(q_{1}+q_{2}\right)(l+0.5) a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)
\end{array}\right]}
\end{array}\right]
$$

## Simplifying:

$$
U^{q_{1} q_{2}}(l, t)=\binom{\frac{C}{m} A\left(q_{1}\right) A\left(q_{2}\right) \sin \left(\frac{q_{1} a}{2}\right) \sin \left(\frac{q_{2} a}{2}\right) \times}{\left.\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) j a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right)  \tag{A23}\\
-\cos \left(\left(q_{1}+q_{2}\right) j a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right) \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)
\end{array}\right]\right) .}
$$

Substituting the expression for mode frequency from Eqn. (A6) into the above expression:

$$
\begin{align*}
& U^{q_{1} q_{2}}(l, t)= \\
& \binom{\frac{1}{4} A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) \frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \times}{\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) j a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right) \\
-\cos \left(\left(q_{1}+q_{2}\right) j a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right) \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)
\end{array}\right]} \tag{A24}
\end{align*}
$$

Thus the instantaneous potential energy of an atom is also the sum of the potential energies due to the pair contributions from individual modes.

The total energy is simply the sum of the kinetic and potential energies. Thus:

$$
\begin{equation*}
E(l, t)=\sum_{q_{1}} \sum_{q_{2}} E^{q_{1} q_{2}}(l, t)=\sum_{q_{1}} \sum_{q_{2}}\left(U^{q_{1} q_{2}}(l, t)+K^{q_{1} q_{2}}(l, t)\right) \tag{A25}
\end{equation*}
$$

Substituting the expressions for potential and kinetic energies from Eqn. (A24) and Eqn. (A14) , respectively, into the above expression:

$$
\begin{align*}
& E_{1 q_{2}}^{q_{2}}(l, t)= \\
& \left(\begin{array}{l}
\frac{1}{4} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right) \times \\
{\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) j a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)- \\
\cos \left(\left(q_{1}+q_{2}\right) j a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)
\end{array}\right)+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \times} \\
{\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) j a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right) \\
-\cos \left(\left(q_{1}+q_{2}\right) j a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right) \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)
\end{array}\right]}
\end{array}\right]
\end{align*}
$$

Simplifying:

$$
E^{q_{1} q_{2}}(l, t)=\binom{\frac{1}{4} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right) \times}{\left(\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) j a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)  \tag{A27}\\
\times\left(1+\frac{q_{1}}{\left|q_{1}\right|} \left\lvert\, \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right)\right.\right)- \\
\cos \left(\left(q_{1}+q_{2}\right) j a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right) \\
\times\left(1+\frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)\right)
\end{array}\right)}
$$

As expected, the instantaneous total energy of an atom is the sum of the total energies due to the pair contributions from individual modes.

The net heat current at an atom $l$ is given by:
$J(l, t)=\frac{1}{V}\left[E(l, t) v(l, t)+\frac{1}{2} \sum_{k=1, \neq l}^{N}\left[F_{l k}(t) \cdot v(l, t)\right] r_{l k}\right]$

The first term is associated with the total energy current (flux), while the second term represents the current (flux) corresponding to the virial interaction. As discussed in Chapter 3, only the virial part of the heat current is significant for thermal transport in a non-diffusive system.

$$
\begin{align*}
& J_{k i n}(l, t)=\frac{1}{V} E(l, t) v(l, t)  \tag{A29}\\
& J_{v i r}(l, t)=\frac{1}{2 V} \sum_{k=1, \neq l}^{N}\left[F_{l k}(t) \cdot v(l, t)\right] r_{l k} \tag{A30}
\end{align*}
$$

For a two-body harmonic potential with only $1^{\text {st }}$ neighbor interaction, the virial part is given by:

$$
J_{v i r}(l, t)=\frac{1}{2 V}\left[\begin{array}{l}
(-C(u(l, t)-u(l-1, t)) v(l, t))(u(l, t)-u(l-1, t)+a)  \tag{A31}\\
(-C(u(l, t)-u(l+1, t)) v(l, t))(u(l, t)-u(l+1, t)-a)
\end{array}\right]
$$

For small displacements about the equilibrium position, this can be approximated as:

$$
\begin{equation*}
J_{v i r}(l, t) \approx-\frac{a}{2 V}[C(u(l+1, t)-u(l-1, t)) v(l, t)] \tag{A32}
\end{equation*}
$$

Substituting the general solution from Eqn. (A3) into the above expression:

$$
\begin{align*}
& J_{v i r}(l, t) \approx \sum_{q_{1}} \sum_{q_{2}}-\frac{a}{2 V}\left[C\left(u^{q_{2}}(l+1, t)-u^{q_{2}}(l-1, t)\right) v^{q_{1}}(l, t)\right]  \tag{A33}\\
& J_{v i r}(l, t) \approx \sum_{q_{1}, q_{2}} J_{v i r}^{q_{1}, q_{2}}(l, t)  \tag{A34}\\
& J_{v i r}^{q_{1}, q_{2}}(l, t) \approx \\
& -\frac{a C}{2 V m}\left[\begin{array}{l}
A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) \sin \left(q_{1} j a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right) \times \\
\left(\cos \left(q_{2}(l+1) a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)-\cos \left(q_{2}(l-1) a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)\right)
\end{array}\right] \tag{A35}
\end{align*}
$$

Simplifying:

$$
J_{v i r}^{q_{1}, q_{2}}(l, t) \approx \frac{a C}{V m}\left[\begin{array}{l}
A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) \sin \left(\frac{q_{2} a}{2}\right) \cos \left(\frac{q_{2} a}{2}\right) \times  \tag{A36}\\
\sin \left(q_{1} l a-w\left(q_{1}\right) t+\varphi\left(q_{1}\right)\right) \sin \left(q_{2} l a-w\left(q_{2}\right) t+\varphi\left(q_{2}\right)\right)
\end{array}\right]
$$

Substituting the expressions for mode frequency and group velocity (see Eqn. (A6) and Eqn. (A8)):

$$
J_{v i r}^{q_{1}, q_{2}}(l, t) \approx \frac{1}{2 V}\left[\begin{array}{l}
A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \times  \tag{A37}\\
{\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) l a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)- \\
\cos \left(\left(q_{1}+q_{2}\right) l a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)
\end{array}\right]}
\end{array}\right]
$$

Thus the instantaneous heat current at an atom is also the sum of the heat currents due to the pair contributions from individual modes.

Next, the total contribution due to all atoms is computed. While computing the total contributions, the following result will be used:

$$
\begin{equation*}
\sum_{l=1}^{N} \cos (q l a+\alpha)=0 \forall q=r \frac{2 \pi}{N a} ; r= \pm 1, \pm 2 \ldots . \ldots ; \text { constant } \tag{A38}
\end{equation*}
$$

Starting with the expression for the net kinetic energy:

$$
\begin{align*}
& K(t)=\sum_{q_{1}, q_{2}} \sum_{l=1}^{N} K^{q_{1} q_{2}}(l, t)  \tag{A39}\\
& K(t)=\sum_{q_{1}, q_{2}} \sum_{l=1}^{N}\left[\begin{array}{l}
\frac{1}{4} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right) \times \\
\binom{\cos \left(\left(q_{1}-q_{2}\right) l a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)-}{\cos \left(\left(q_{1}+q_{2}\right) l a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)}
\end{array}\right] \tag{A40}
\end{align*}
$$

Rearranging:

$$
K(t)=\sum_{q_{1}, q_{2}}\left[\begin{array}{l}
\frac{1}{4} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right) \times  \tag{A41}\\
\sum_{l=1}^{N}\binom{\cos \left(\left(q_{1}-q_{2}\right) l a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)\right)-}{\cos \left(\left(q_{1}+q_{2}\right) l a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\left(\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)\right)}
\end{array}\right]
$$

Using the relation given by Eqn. (A38), for wave vectors given by Eqn. (A4), the summation over the cosine term above goes to zero unless $q_{1}=q_{2}$ or $q_{1}=-q_{2}$. This gives:

$$
\begin{equation*}
K(t)=\frac{N}{4} \sum_{q} w^{2}(q) A^{2}(q)-\frac{N}{4} \sum_{q} w^{2}(q) A(q) A(-q) \cos (-2 w(q) t+\varphi(q)+\varphi(-q)) \tag{A42}
\end{equation*}
$$

Similarly, computing the total potential energy due to all atoms:
$U(t)=\sum_{q_{1}, q_{2}} \sum_{l=1}^{N} U^{q_{1} q_{2}}(l, t)$

$$
\begin{align*}
& U(t)= \\
& \sum_{q_{1}, q_{2}} \sum_{l=1}^{N}\binom{\frac{1}{4} A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) \frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{\left|q_{2}\right|} \times}{\left.\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) j a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right) \\
-\cos \left(\left(q_{1}+q_{2}\right) j a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right) \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)
\end{array}\right]\right)} . \tag{A44}
\end{align*}
$$

## Rearranging:

$$
\begin{align*}
& U(t)= \\
& \sum_{q_{1}, q_{2}}\binom{\frac{1}{4} A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) \frac{q_{1}}{\left|q_{1}\right|} \frac{q_{2}}{q_{2} \mid} \times}{\sum_{l=1}^{N}\left(\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) j a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \cos \left(\left(q_{1}-q_{2}\right) \frac{a}{2}\right) \\
-\cos \left(\left(q_{1}+q_{2}\right) j a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right) \cos \left(\left(q_{1}+q_{2}\right) \frac{a}{2}\right)
\end{array}\right)\right.} \tag{A45}
\end{align*}
$$

Again, the summation over the cosine term above goes to zero unless $q_{1}=q_{2}$ or $q_{1}=-q_{2}$, which gives:

$$
\begin{equation*}
U(t)=\frac{N}{4} \sum_{q} A^{2}(q) w^{2}(q)+\frac{N}{4} \sum_{q} A(q) A(-q) w^{2}(q) \cos (-2 w(q) t+\varphi(q)+\varphi(-q)) \tag{A46}
\end{equation*}
$$

The total energy of the system is given by:

$$
\begin{equation*}
E(t)=K(t)+U(t)=\sum_{q} \frac{N}{2} w^{2}(q) A^{2}(q)=\sum_{q} E(q, t) \tag{A47}
\end{equation*}
$$

Thus the total energy associated with any mode is constant and keeps oscillating between the kinetic and potential energy. Next, computing the virial part of the net heat current:

$$
\begin{align*}
& J_{v i r}(t)=\sum_{q_{1}, q_{2}} \sum_{l=1}^{N} J_{v i r}^{q_{1} q_{2}}(l, t)  \tag{A48}\\
& J_{v i r}(t) \approx \sum_{q_{1}, q_{2}} \sum_{l=1}^{N} \frac{1}{2 V}\left[\begin{array}{l}
A\left(q_{1}\right) A\left(q_{2}\right) w\left(q_{1}\right) w\left(q_{2}\right) v_{g}\left(q_{2}\right) \times \\
{\left[\begin{array}{l}
\cos \left(\left(q_{1}-q_{2}\right) l a-\left(w\left(q_{1}\right)-w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right)- \\
\cos \left(\left(q_{1}+q_{2}\right) l a-\left(w\left(q_{1}\right)+w\left(q_{2}\right)\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)
\end{array}\right]}
\end{array}\right] \tag{A49}
\end{align*}
$$

Again, the summation over the cosine term above goes to zero unless $q_{1}=q_{2}$ or $q_{1}=-q_{2}$ :

$$
J_{v i r}(t) \approx \frac{N}{2 V}\left[\begin{array}{l}
\sum_{q} A^{2}(q, t) w^{2}(q) v_{g}(q)+  \tag{A50}\\
\sum_{q} A(q, t) A(-q, t) w^{2}(q) v_{g}(q) \cos (2 w(q) t-\varphi(q)-\varphi(-q))
\end{array}\right]
$$

As the group velocities for the positive and negative modes are opposite to each other, the second term in the above summation will cancel off. Thus:

$$
\begin{equation*}
J_{v i r}(t) \approx \frac{N}{2 V} \sum_{q} A^{2}(q, t) w^{2}(q) v_{g}(q) \tag{A51}
\end{equation*}
$$

Substituting the expression for the energy due to each mode (Eqn. (A47)):

$$
\begin{equation*}
J_{v i r}(t) \approx \frac{1}{V} \sum_{q} E(q, t) v_{g}(q) \tag{A52}
\end{equation*}
$$

Finally, the VACF is expressed as:

$$
\begin{equation*}
\operatorname{VACF}(t)=\frac{\langle v(0) v(t)\rangle}{\langle v(0) v(0)\rangle} \tag{A53}
\end{equation*}
$$

For an $N$-particle system, it is computed as:
$\operatorname{VACF}(t)=\frac{\frac{1}{N} \sum_{l=1}^{N}\langle v(l, 0) v(l, t)\rangle}{\frac{1}{N} \sum_{l=1}^{N}\langle v(l, 0) v(l, 0)\rangle}$

Expanding in terms of normal modes:

$$
\sum_{l} \frac{\langle v(l, 0) v(l, t)\rangle}{N}=\frac{1}{N} \sum_{l}\left\langle\sum_{q_{1} q_{2}}\left[\begin{array}{l}
\frac{w\left(q_{1}\right)}{\sqrt{m}} A\left(q_{1}\right) \sin \left(q_{1} \cdot r_{l}+\phi\left(q_{1}\right)\right)  \tag{A55}\\
\frac{w\left(q_{2}\right)}{\sqrt{m}} A\left(q_{2}\right) \sin \left(q_{2} \cdot r_{l}-w\left(q_{2}\right) t+\phi\left(q_{2}\right)\right)
\end{array}\right]\right\rangle
$$

Splitting the sine terms as a difference of cosines:

$$
\sum_{l} \frac{\langle v(l, 0) v(l, t)\rangle}{N}=\sum_{q_{1} q_{2}}\left\langle\begin{array}{l}
\frac{1}{2 m N} w\left(q_{1}\right) w\left(q_{2}\right) A\left(q_{1}\right) A\left(q_{2}\right)  \tag{A56}\\
\sum_{l=1}^{N} \cos \left(\left(q_{1}-q_{2}\right) l a+w\left(q_{2}\right) t+\varphi\left(q_{1}\right)-\varphi\left(q_{2}\right)\right) \\
\left.\left(q_{1}+q_{2}\right) l a-w\left(q_{2}\right) t+\varphi\left(q_{1}\right)+\varphi\left(q_{2}\right)\right)
\end{array}\right\rangle
$$

Again, the summation over the cosine term above goes to zero unless $q_{1}=q_{2}$ or $q_{1}=-q_{2}$ :

$$
\begin{equation*}
\sum_{l} \frac{\langle v(l, 0) v(l, t)\rangle}{N}=\left[\sum_{q}^{\left\langle\frac{1}{2 m} w^{2}(q) A^{2}(q) \cos (w(q) t)\right\rangle-}\right. \tag{A57}
\end{equation*}
$$

The ensemble average of the cosine with remnant phases in the second term goes to zero. Thus:

$$
\begin{equation*}
\sum_{l} \frac{\langle v(l, 0) v(l, t)\rangle}{N}=\left[\sum_{q} \frac{\left\langle A^{2}(q)\right\rangle w^{2}(q)}{2 m} \cos (w(q) t)\right] \tag{A58}
\end{equation*}
$$

Substituting the expression for total energy of a normal mode from Eqn. (A47):

$$
\begin{equation*}
\sum_{l} \frac{\langle v(l, 0) v(l, t)\rangle}{N}=\left[\sum_{q} \frac{\langle E(q, t)\rangle}{m N} \cos (w(q) t)\right] \tag{A59}
\end{equation*}
$$

Equipartition of energy requires that the total energy associated with any mode is equal to $k_{B} T$ :

$$
\begin{equation*}
\sum_{l} \frac{\langle v(l, 0) v(l, t)\rangle_{T}}{N}=\left[\frac{k_{B} T}{m N} \sum_{q} \cos (w(q) t)\right] \tag{A60}
\end{equation*}
$$

Substituting back in Eqn. (A54):

$$
\begin{equation*}
\operatorname{VACF}(t)=\frac{1}{N} \sum_{q} \cos (w(q) t) \tag{A61}
\end{equation*}
$$

Thus the Fourier transform of the VACF gives the density of states. It may be noted that for a system with anharmonicity, the mode amplitude correlation would decay leading to:

$$
\begin{equation*}
\sum_{l} \frac{\langle v(l, 0) v(l, t)\rangle}{N}=\sum_{q}\left\langle\frac{w^{2}(q) A(q, 0) A(q, t)}{2 m} \cos (w(q) t)\right\rangle \tag{A62}
\end{equation*}
$$

Assuming an exponential decay for the correlation gives:
$\operatorname{VACF}(t)=\frac{1}{N} \sum_{q} \exp \left(-\frac{t}{\tau_{q}}\right) \cos (w(q) t)$

## Appendix B: Heat current expression for Tersoff potential

Consider an $N$ atom system with the energy and position of an atom $i$ at time $t$ denoted by $\varepsilon_{i}(t)$ and $\mathbf{r}_{i}(t)$ respectively. The net heat current of the system is equal to the rate of change of the first moment of energy as given below:

$$
\begin{equation*}
\mathbf{J}(t)=\frac{\partial}{\partial t} \sum_{i=1}^{N} \varepsilon_{i}(t) \mathbf{r}_{i}(t) \tag{B1}
\end{equation*}
$$

Expanding:

$$
\begin{equation*}
\mathbf{J}(t)=\sum_{i=1}^{N} \varepsilon_{i}(t) \mathbf{v}_{i}(t)+\sum_{i=1}^{N} \mathbf{r}_{i}(t) \frac{\partial}{\partial t} \varepsilon_{i}(t) \tag{B2}
\end{equation*}
$$

The second term above, can be expressed as:

$$
\begin{equation*}
\sum_{i=1}^{N} \mathbf{r}_{i}(t) \frac{\partial}{\partial t} \varepsilon_{i}(t)=\sum_{i=1}^{N} \mathbf{r}_{i}(t) \frac{\partial}{\partial t}\left(\frac{1}{2} m \mathbf{v}_{i}(t) \cdot \mathbf{v}_{i}(t)\right)+\sum_{i=1}^{N} \sum_{j=1 ; i ; j}^{N} \mathbf{r}_{i}(t) \frac{\partial}{\partial t}\left(\frac{U_{i j}(t)+U_{j i}(t)}{4}\right) \tag{B3}
\end{equation*}
$$

The force on atom $i$ from an atom $j$ due to interaction of atom $k$ with atom $l$ is defined as:

$$
\begin{equation*}
\mathbf{F}_{i j}^{k l}(t)=\nabla_{\mathbf{r}_{i j}} U_{k l}(t) \tag{B4}
\end{equation*}
$$

For Tersoff potential, only four of the all possible permutations described by Eqn. (B4) are non-zero, namely, $\mathbf{F}_{i j}^{i j}(t), \mathbf{F}_{i j}^{j i}(t), \mathbf{F}_{i j}^{i k}(t)$ and $\mathbf{F}_{i j}^{j k}(t)$.

Expanding Eqn. (B3) using Eqn. (B4) and dropping $t$ for a more compact notation; however, it should be noted that all of the variables in the equations that follow are a function of time:

$$
=\left(\begin{array}{l}
\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \mathbf{r}_{i}\left[\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot \mathbf{v}_{i}\right]+\sum_{i=1}^{N} \sum_{j=1 ; j ; i k=1 ; k \neq i, j}^{N} \sum_{i}^{N} \mathbf{r}_{i}\left[\left(\mathbf{F}_{i j}^{i k}+\mathbf{F}_{i j}^{j k}\right) \cdot \mathbf{v}_{i}\right]+  \tag{B5}\\
\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \mathbf{r}_{i}\left[\begin{array}{l}
\left.\left\{\left(\frac{\partial}{\partial \mathbf{r}_{i}}\left(\frac{U_{i j}+U_{j i}}{4}\right)\right) \cdot \mathbf{v}_{i}\right\}+\left\{\left(\frac{\partial}{\partial \mathbf{r}_{j}}\left(\frac{U_{i j}+U_{j i}}{4}\right)\right) \cdot \mathbf{v}_{j}\right\}\right] \\
+\sum_{k=1 ; k \neq i, j}^{N}\left\{\left(\frac{\partial}{\partial \mathbf{r}_{k}}\left(\frac{U_{i j}+U_{j i}}{4}\right)\right) \cdot \mathbf{v}_{k}\right\}
\end{array}\right]
\end{array}\right.
$$

Simplifying:

$$
=\binom{\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \mathbf{r}_{i}\left[\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot \mathbf{v}_{i}\right]+\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{i}\left[\left(\mathbf{F}_{i j}^{i k}+\mathbf{F}_{i j}^{j k}\right) \cdot \mathbf{v}_{i}\right]-}{\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \frac{\mathbf{r}_{i}}{2}\left[\begin{array}{c}
\left\{\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot \mathbf{v}_{i}\right\}+\left\{\left(\mathbf{F}_{j i}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot \mathbf{v}_{j}\right\}+  \tag{B6}\\
\sum_{k=1 ; k \neq i, j}^{N}\left\{\mathbf{F}_{i k}^{i j} \cdot \mathbf{v}_{i}\right\}+\left\{\mathbf{F}_{j k}^{j i} \cdot \mathbf{v}_{j}\right\}+\left\{\left(\mathbf{F}_{k i}^{i j}+\mathbf{F}_{k j}^{j i}\right) \cdot \mathbf{v}_{k}\right\}
\end{array}\right]}
$$

Combining terms:

$$
\begin{equation*}
=\binom{\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \frac{\mathbf{r}_{i}}{2}\left[\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot\left(\mathbf{v}_{i}+\mathbf{v}_{j}\right)\right]+\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{i}\left[\left(\mathbf{F}_{i j}^{i k}+\mathbf{F}_{i j}^{j k}\right) \cdot \mathbf{v}_{i}\right]}{-\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \sum_{k=1 ; k \neq i, j}^{N} \frac{\mathbf{r}_{i}}{2}\left[\left\{\mathbf{F}_{i k}^{i j} \cdot \mathbf{v}_{i}\right\}+\left\{\mathbf{F}_{j k}^{j i} \cdot \mathbf{v}_{j}\right\}+\left\{\left(\mathbf{F}_{k i}^{i j}+\mathbf{F}_{k j}^{j i}\right) \cdot \mathbf{v}_{k}\right\}\right]} \tag{B7}
\end{equation*}
$$

Consider first term in Eqn. (B7):

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \frac{\mathbf{r}_{i}}{2}\left[\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot\left(\mathbf{v}_{i}+\mathbf{v}_{j}\right)\right] \tag{B8}
\end{equation*}
$$

Interchanging $i$ and $j$ and adding:

$$
\begin{equation*}
=\frac{1}{2}\left(\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \frac{\mathbf{r}_{i}}{2}\left[\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot\left(\mathbf{v}_{i}+\mathbf{v}_{j}\right)\right]+\sum_{j=1}^{N} \sum_{i=1 ; j \neq i}^{N} \frac{\mathbf{r}_{j}}{2}\left[\left(\mathbf{F}_{j i}^{j i}+\mathbf{F}_{j i}^{i j}\right) \cdot\left(\mathbf{v}_{j}+\mathbf{v}_{i}\right)\right]\right) \tag{B9}
\end{equation*}
$$

Combining terms:

$$
\begin{equation*}
=\frac{1}{4}\left(\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \mathbf{r}_{i j}\left[\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot\left(\mathbf{v}_{i}+\mathbf{v}_{j}\right)\right]\right) \tag{B10}
\end{equation*}
$$

Splitting into two summations:

$$
\begin{equation*}
=\frac{1}{4}\left(\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \mathbf{r}_{i j}\left[\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot \mathbf{v}_{i}\right]+\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \mathbf{r}_{i j}\left[\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot \mathbf{v}_{j}\right]\right) \tag{B11}
\end{equation*}
$$

Merging by symmetry:

$$
\begin{equation*}
=\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1 ; j ; i}^{N} \mathbf{r}_{i j}\left[\left(\mathbf{F}_{i j}^{i j}+\mathbf{F}_{i j}^{j i}\right) \cdot \mathbf{v}_{i}\right] \tag{B12}
\end{equation*}
$$

Evaluating the $2^{\text {nd }}$ and $3^{\text {rd }}$ terms in Eqn. (B7):

$$
\begin{equation*}
\binom{\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{i}\left[\left(\mathbf{F}_{i j}^{i k}+\mathbf{F}_{i j}^{j k}\right) \cdot \mathbf{v}_{i}\right]-}{\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \sum_{k=1 ; k \neq i, j}^{N} \frac{\mathbf{r}_{i}}{2}\left[\left\{\mathbf{F}_{i k}^{i j} \cdot \mathbf{v}_{i}\right\}+\left\{\mathbf{F}_{j k}^{j i} \cdot \mathbf{v}_{j}\right\}+\left\{\left(\mathbf{F}_{k i}^{i j}+\mathbf{F}_{k j}^{j i}\right) \cdot \mathbf{v}_{k}\right\}\right]} \tag{B13}
\end{equation*}
$$

Interchanging $i, j, k$ to all six permutations and adding:

$$
\begin{align*}
& =\frac{1}{6} \times \\
& \left(\sum_{i=1}^{N} \sum_{j=1 ; j ; i=i=1, k \neq i, j}^{N} \sum_{i}^{N}\left[\left(\mathbf{F}_{i j}^{i k}+\mathbf{F}_{i j}^{j k}\right) \cdot \mathbf{v}_{i}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \sum_{k=1 ; k \neq i, j}^{N} \frac{\mathbf{r}_{i}}{2}\left[\left\{\mathbf{F}_{i k}^{i j} \mathbf{v}_{i}\right\}+\left\{\left\{\mathbf{F}_{j k}^{j j} \mathbf{v}_{j}\right\}+\left\{\left(\mathbf{F}_{k i}^{i j}+\mathbf{F}_{k j}^{j i}\right) \cdot \mathbf{v}_{k}\right\}\right]\right.\right. \\
& +\sum_{i=1}^{N} \sum_{j=1 ; j ; \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{i}\left[\left(\mathbf{F}_{i k}^{i j}+\mathbf{F}_{i k}^{k j}\right) \cdot \mathbf{v}_{i}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \sum_{k=1 ; k i, j}^{N} \frac{\mathbf{r}_{i}}{2}\left[\left\{\mathbf{F}_{i j}^{i k} \mathbf{v}_{i}\right\}+\left\{\mathbf{F}_{k j j}^{k i} \cdot \mathbf{v}_{k}\right\}+\left\{\left(\mathbf{F}_{j i}^{i k}+\mathbf{F}_{j k}^{k i}\right) \cdot \mathbf{v}_{j}\right\}\right] \\
& +\sum_{i=1}^{N} \sum_{j=1 ; j ; \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{j}\left[\left(\mathbf{F}_{j i}^{j k}+\mathbf{F}_{j i}^{i k}\right) \cdot \mathbf{v}_{j}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i ; j}^{N} \sum_{k=1: k \neq i, j}^{N} \frac{\mathbf{r}_{j}}{2}\left[\left\{\mathbf{F}_{j k}^{j i} \mathbf{v}_{j}\right\}+\left\{\mathbf{F}_{i k}^{i j} \mathbf{v}_{i}\right\}+\left\{\left(\mathbf{F}_{k j}^{j i}+\mathbf{F}_{k i}^{i j}\right) \cdot \mathbf{v}_{k}\right\}\right]  \tag{B14}\\
& +\sum_{i=1}^{N} \sum_{j=1 ; j ; \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{j}\left[\left(\mathbf{F}_{j k}^{j i}+\mathbf{F}_{j k}^{k i}\right) \cdot \mathbf{v}_{j}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \sum_{k=1 ; k \neq i, j}^{N} \frac{\mathbf{r}_{j}}{2}\left[\left\{\mathbf{F}_{j i}^{j k} \mathbf{v}_{j}\right\}+\left\{\mathbf{F}_{k i}^{k j} \cdot \mathbf{v}_{k}\right\}+\left\{\left(\mathbf{F}_{i j}^{j k}+\mathbf{F}_{i k}^{k j}\right) \cdot \mathbf{v}_{i}\right\}\right] \\
& +\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{k}\left[\left(\mathbf{F}_{k i}^{k j}+\mathbf{F}_{k i}^{i j}\right) \cdot \mathbf{v}_{k}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i ; j=j}^{N} \sum_{k=1 ; k \neq i, j}^{N} \frac{\mathbf{r}_{k}}{2}\left[\left\{\left(\mathbf{F}_{k j}^{k i} \cdot \mathbf{v}_{k}\right\}+\left\{\mathbf{F}_{i j}^{i k} \cdot \mathbf{v}_{i}\right\}+\left\{\left(\mathbf{F}_{j k}^{k i}+\mathbf{F}_{j i}^{i k}\right) \cdot \mathbf{v}_{j}\right\}\right]\right. \\
& \left.+\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{k}\left[\left(\mathbf{F}_{k j}^{k i}+\mathbf{F}_{k j}^{j i}\right) \cdot \mathbf{v}_{k}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \sum_{k=1 ; k \neq i, j}^{N} \frac{\mathbf{r}_{k}}{2}\left[\left\{\mathbf{F}_{k i}^{k j} \cdot \mathbf{v}_{k}\right\}+\left\{\mathbf{F}_{j i}^{j k} \cdot \mathbf{v}_{j}\right\}+\left\{\left(\mathbf{F}_{i k}^{k j}+\mathbf{F}_{i j}^{j k}\right) \cdot \mathbf{v}_{i}\right\}\right]\right)
\end{align*}
$$

## Rearranging:

$$
\begin{align*}
& \left(\sum_{i=1}^{N} \sum_{j=1 ; j ; j i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{i}\left[\left\{\frac{\mathbf{F}_{i j}^{i k} \cdot\left(\mathbf{v}_{i}+\mathbf{v}_{j}\right)}{2}\right\}+\mathbf{F}_{i j}^{j k} \cdot \mathbf{v}_{i}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i ; j j}^{N} \sum_{k=1 ; k \neq i, j}^{N} \frac{\mathbf{r}_{i}}{2}\left[\left\{\mathbf{F}_{j k}^{j i} \cdot \mathbf{v}_{j}\right\}+\left\{\mathbf{F}_{k j}^{j i} \cdot \mathbf{v}_{k}\right\}\right]\right. \\
& +\sum_{i=1}^{N} \sum_{j=1 ; j ; j i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{i}\left[\left\{\frac{\mathbf{F}_{i k}^{i j} \cdot\left(\mathbf{v}_{i}+\mathbf{v}_{k}\right)}{2}\right\}+\mathbf{F}_{i k}^{k j} \cdot \mathbf{v}_{i}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i ; j j=1 ; k i, k i, \mathrm{j}}^{N} \sum_{2}^{N} \frac{\mathbf{r}_{i}}{2}\left[\left\{\mathbf{F}_{k j}^{k i} \cdot \mathbf{v}_{k}\right\}+\left\{\mathbf{F}_{j k}^{k i} \cdot \mathbf{v}_{j}\right\}\right] \\
& =\frac{1}{6} \left\lvert\,+\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{j}\left[\left\{\frac{\mathbf{F}_{j i}^{j k} \cdot\left(\mathbf{v}_{j}+\mathbf{v}_{i}\right)}{2}\right\}+\mathbf{F}_{j i}^{i j} \cdot \mathbf{v}_{j}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i ; j j}^{N} \sum_{k=1 ; k \neq i, j}^{N} \frac{\mathbf{r}_{j}}{2}\left[\left\{\mathbf{F}_{i k}^{i j} \cdot \mathbf{v}_{i}\right\}+\left\{\mathbf{F}_{k i}^{i j} \cdot \mathbf{v}_{k}\right\}\right]\right. \\
& +\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{j}\left[\left\{\frac{\mathbf{F}_{j k}^{j i} \cdot\left(\mathbf{v}_{j}+\mathbf{v}_{k}\right)}{2}\right\}+\mathbf{F}_{j k}^{k i} \cdot \mathbf{v}_{j}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \sum_{k=1 ; k i z i, j}^{N} \frac{\mathbf{r}_{j}}{2}\left[\left\{\mathbf{F}_{k i}^{k j} \cdot \mathbf{v}_{k}\right\}+\left\{\mathbf{F}_{i k}^{k j} \cdot \mathbf{v}_{i}\right\}\right]  \tag{B15}\\
& +\sum_{i=1}^{N} \sum_{j=1 ; j ; \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{k}\left[\left\{\frac{\mathbf{F}_{k i}^{k j} \cdot\left(\mathbf{v}_{k}+\mathbf{v}_{i}\right)}{2}\right\}+\mathbf{F}_{k i}^{i j} \mathbf{v}_{k}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \sum_{k=1 ; k \neq i, \mathrm{j}}^{N} \frac{\mathbf{r}_{k}}{2}\left[\left\{\mathbf{F}_{i j}^{i k} \cdot \mathbf{v}_{i}\right\}+\left\{\mathbf{F}_{j i}^{i k} \cdot \mathbf{v}_{j}\right\}\right] \\
& \left(+\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N} \mathbf{r}_{k}\left[\left\{\frac{\mathbf{F}_{k j}^{k i} \cdot\left(\mathbf{v}_{k}+\mathbf{v}_{j}\right)}{2}\right\}+\mathbf{F}_{k j}^{j i} \cdot \mathbf{v}_{k}\right]-\sum_{i=1}^{N} \sum_{j=1 ; i \neq j}^{N} \sum_{k=1, k \neq k i, j}^{N} \frac{\mathbf{r}_{k}}{2}\left[\left\{\mathbf{F}_{j i}^{j k} \cdot \mathbf{v}_{j}\right\}+\left\{\mathbf{F}_{i j}^{j k} \cdot \mathbf{v}_{i}\right\}\right]\right)
\end{align*}
$$

Collecting terms:

Simplifying:

## Combining terms:

$$
\begin{equation*}
=\sum_{i=1}^{N} \sum_{j=1 ; j \neq i \neq 1}^{N} \sum_{k=1 ; k \neq i, j}^{N} \frac{\mathbf{r}_{i k}}{2}\left[\mathbf{F}_{i j}^{i k} \cdot \mathbf{v}_{i}\right]+\frac{\mathbf{r}_{i j}+\mathbf{r}_{i k}}{2}\left[\mathbf{F}_{i j}^{j k} \cdot \mathbf{v}_{i}\right] \tag{B18}
\end{equation*}
$$

Substituting Eqn. (B12) and Eqn. (B18) back into Eqn. (B2) gives:

$$
\begin{equation*}
\mathbf{J}(t)=\binom{\sum_{i=1}^{N} \varepsilon_{i}(t) \mathbf{v}_{i}(t)+\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N}\left[\frac{\mathbf{r}_{i j}(t)}{2}\left[\left(\mathbf{F}_{i j}^{i j}(t)+\mathbf{F}_{i j}^{j i}(t)\right) \cdot \mathbf{v}_{i}(t)\right]\right]+}{\sum_{i=1}^{N} \sum_{j=1 ; j \neq i}^{N} \sum_{k=1 ; k \neq i, j}^{N}\left[\frac{\mathbf{r}_{i k}(t)}{2}\left[\mathbf{F}_{i j}^{i k}(t) \cdot \mathbf{v}_{i}(t)\right]+\frac{\mathbf{r}_{i j}(t)+\mathbf{r}_{i k}(t)}{2}\left[\mathbf{F}_{i j}^{j k}(t) \cdot \mathbf{v}_{i}(t)\right]\right]} \tag{B19}
\end{equation*}
$$

Eqn. (B19) is expression for heat current due to Tersoff potential.

